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Preface

This volume contains the papers selected for presentation at the 11th edition
of the International Symposium on Web and Wireless Geographical Information
Systems (W2GIS 2012), hosted by the University of Naples “Federico II” in the
dazzling city of Naples, Italy, in April 2012.

W2GIS is a series of events alternating between Europe and East Asia. It
aims at providing a forum for discussing advances in theoretical, technical, and
practical issues in the field of wireless and Internet technologies suited for the
spreading, usage, and processing of geo-referenced data. W2GIS now represents
a prestigious event within the research community that continues to develop and
expand.

For the 2012 edition, we received 32 submissions from 12 countries in 4 con-
tinents. Each paper received three reviews and based on these reviews, 13 full
papers and 4 short papers were selected for presentation at the symposium and
inclusion in Springer LNCS Volume 7236. The accepted papers are all of ex-
cellent quality and cover topics that range from mobile GIS and location-based
services to spatial information retrieval and wireless sensor networks.

We had the privilege of having a distinguished invited talk by Christopher B.
Jones from the School of Computer Science at Cardiff University (UK). The best
paper of the symposium was selected by the Steering Committee and invited to
submit an extended version for publication in the Journal of Spatial Information
Science.

We wish to thank all authors that contributed to this symposium for the high
quality of their papers and presentations. Our sincere thanks go to Springer’s
LNCS team. We would also like to acknowledge and thank the Program Com-
mittee members for the quality and timeliness of their reviews. Finally, many
thanks to Christophe Claramunt, Michela Bertolotto, and the entire Steering
Committee members for providing continuous support and advice.

April 2012 Sergio Di Martino
Adriano Peron

Taro Tezuka
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Hervé Martin



X Table of Contents

Making a Pictorial and Verbal Travel Trace from a GPS Trace . . . . . . . . . 98
Pablo Martinez Lerin, Daisuke Yamamoto, and Naohisa Takahashi

Event Processing and Real-Time Monitoring over Streaming Traffic
Data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 116

Kostas Patroumpas and Timos Sellis

Geo Semantics

A Context-Aware Web Content Generator Based on Personal
Tracking . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 134
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Effects of Variations in 3D Spatial Search Techniques  
on Mobile Query Speed vs. Accuracy 

Junjun Yin and James D. Carswell 

Digital Media Centre, Dublin Institute of Technology, Ireland 
yinjunjun@gmail.com, jcarswell@dit.ie 

Abstract. This paper presents three Spatial Search Algorithms for determining the 
three dimensional visibility shape (threat dome) at a user’s current location in a 
built environment.  Users then utilize this multifaceted 3D shape as their query 
“window” to retrieve information on only those objects visible and stored in a 
spatial database. Such visibility shape searching addresses the information over-
load problem by providing “Hidden Query Removal” functionality for mobile 
LBS applications.  This functionality will be especially useful in the Web 4.0 
"Future Internet of Things" era when trillions of micro-sensors placed throughout 
our built environment become available for discovery based on their geo-
referenced IP address.  In this paper we present and evaluate the effects that vari-
ations in mobile 3D query algorithms have on query speed vs. accuracy. 

Keywords: MSI, Mobile LBS, Spatial Databases, Isovist 3D, Threat Dome. 

1 Introduction  

Visualisation of 3D built environment datasets on commercially available Smart-
Phones (e.g. Google Maps 5 for Android 2.0+) is now reality. This is made possible 
by rendering the mobile map from a single set of vector data tiles instead of multiple 
sets of raster image tiles, and allows for smooth and continuous map viewing and 
scaling from different perspectives using the same set of vector data.  Although 
Google Maps 5 is not yet photo realistic, the resulting 3D models are close to being 
geometrically accurate as they are derived from extruding building footprints to 
known heights for different parts of a building (Figure 1).  

Within such a 3D vector dataset of Dublin, we have attached attributes (meta-data) 
to the various floors, windows, doors of buildings, plus affixed a range of (simulated) 
environmental sensor data streams to other scattered locations on a building’s façade. 
Together this provides the beginnings of an "Internet of Things" type environment for 
testing our developed 2D/3D visibility-based spatial querying algorithms and tech-
niques for addressing the "information overload" problem on mobile devices. 

It is recognized that analyzing enormous volumes of data on mobile devices re-
quires reducing “information overload” to eliminate display clutter. Allied research 
into the information overload problem is ongoing, where map personalisation and 
other semantic based filtering mechanisms are essential to de-clutter and adapt the 
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exploration of the real world to the processing/display limitations of a mobile device 
[2, 3, 4, 5]. In this paper, we propose that another way to filter this information is to 
intelligently refine the search space by applying hidden query removal (HQR) func-
tionality in three dimensions.   

 

Fig. 1. 3D tilt, zoom, and rotation enabled mobile map displayed by Google Maps 5 for Andro-
id [1] 

The combined effect gives a more accurate and expected query (search) result for 
Location-Based Services (LBS) applications by returning information on only those 
objects/sensor enabled “things” visible within a user’s 3D field-of-view (FOV) as 
they move through a built environment.  For example, visitors can now explore both 
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their horizontal and vertical surroundings by pointing their smartphones at stores, 
offices, POIs, or any space to retrieve from the web any recorded information about 
these objects - answering specific questions such as: “Whose office window is that up 
there?” or more generally; “What are the air pollution readings along this street?” or 
perhaps more interestingly; “Can I see any CCTV cameras from where I’m sitting?” 
or indeed; “Are they seeing me?”.   

However, to make our 3DQ (Three Dimensional Query) prototype function effec-
tively in real-time requires mobile spatial query techniques that extend today’s spatial 
database technology both on the server and on the mobile device itself.  This paper 
describes the various algorithms developed and results of tests carried out on COTS 
(commercial off-the-shelf) mobile devices querying our sample 3D vector dataset.  
The ultimate goal is to dynamically visualize on a SmartPhone the 3D query space, or 
threat dome, overlaid in real-time on a 3D mobile map, together with any returned 
search results (Figure 2). 

 

Fig. 2. Threat Dome search space interacting with a 3D cityscape model; only things intersect-
ing the solid dome shape get returned by the query 

Since 3DQ is intended to be deployed as a web-based service for mobile users, 
multiple users can connect and perform location based searches at the same time. 
Therefore, one significant research challenge was to efficiently and rapidly calculate 
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the underlying visibility query shapes for each user. At the same time, maintaining the 
accuracy of the retrieved results is essential to providing a better user experience 
while reducing the information overload risk.  

The remainder of this paper is organized as follows: Section 2 introduces the vec-
tor datasets that we utilize in our work. Section 3 describes our main contributions by 
presenting a comprehensive discussion of the algorithms and implementation of our 
3DQ prototype. This is followed in Section 4 by some evaluations of the performance 
of 3DQ in terms of speed vs. accuracy when using different search algorithms and 
parameters, and Conclusions and plans for Future Work can be found in Section 5. 

2 Vector Datasets Background 

Geospatial information is increasingly recognized as the common denominator in 
both today’s web 2.0 peer-to-peer social network era and tomorrow’s web 4.0 – where 
it is envisioned that the Internet becomes connected to trillions of micro-sensors 
placed into real-world objects of all types (i.e. mechanical and non-mechanical), all 
with their own 128 bit IP address [6].  In other words, an "Internet of Things" that 
collects and sends time-stamped data to the cloud every second about their location, 
movement, plus any number of other measureable phenomena – e.g. environmental 
data such as air/water quality, ambient light/noise data, energy consumption, etc. 

It is in this “Big Data” realm where we envisage 3DQ operating most effectively.  
When the potential of the sensor-web becomes realised, every brick of every building, 
every cobblestone of every street, every road sign, traffic light, street light, water 
bottle, beer can, garbage can and flower pot could conceivably be individually com-
municating their whereabouts and local conditions to the world. In such a world, we 
believe the ability to filter out, both semantically and spatially, un-
wanted/unnecessary/unsolicited information while at the same time retrieving task-
relevant data for making informed decisions will be paramount. 

Three dimensional indexing is a requirement for storing and querying 3D vector ob-
jects, which at time of writing limits our spatial database options to Oracle Spatial 
11gR2, although PostGreSQL with their anticipated PostGIS 2.0 extension for 3D index-
ing will be, once available, a useful open source addition to this very short list.  Howev-
er, we’ve discovered clear limitations of Oracle’s spatial query operators when trying to 
determine the spatial relationships among 3D geometries.  These include creating 3D R-
Tree indexes on 3D geometries using a minimum-bounding cube.  Oracle only considers 
if these cubes intersect with one another as a method for determining whether their un-
derlying 3D geometries actually intersect.  Retrieving the actual 3D location where two 
geometries (vector objects) intersect in 3D is not yet supported. 

For example, to derive the true shape of any particular 3D search space, it is impor-
tant to detect exactly where the intersection between a generated ray (simulating the 
3D pointing direction of a SmartPhone) and a 3D building occurs.  In this case, 
Oracle derives the intersection point using the 2D spatial operator 
SDO_INTERSECTION by first projecting the query shape (3D ray in this case) and 
the target (3D building) onto the ground plane and then only returning the 2D position 
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of this 3D ray/building intersection.  Using this information and combining it with 
the tilt angle and 2D distance to the nadir of the actual intersection point, we are left 
to compute the actual 3D intersection point of this query ourselves. 

In an accurately computed threat dome, the generated dome shape will usually 
have a large number of surface elements relative to the complexity of the surrounding 
environment.  If we want to consider this dome as a single 3D query shape (surface) 
in the form of an Oracle SDO_GEOMETRY (in order to make use of the 
SDO_INTERSECTION query operator), we find that its total number of surface ele-
ments will typically exceed the number of elements allowed in the 
SDO_ELEM_INFO_ARRAY - where it seems an arbitrary maximum of 999 coordi-
nates (i.e. 333 3D points) are permitted. 

In our case, where each surface element contains 12 coordinates defining its shape 
(four 3D vertices), a maximum of only 27 surface elements are then allowed in one 
SDO_ORDINATE list. As it happens, this is typically far fewer than what is required 
to accurately describe the boundary of a complete 3D threat dome shape.  To get 
round this limitation, we must first split the complete threat dome into 3 or more sec-
tions and then query them individually against the database - instead of creating a 
single 3D volume as the threat-dome query shape. The returned query results are then 
a sum of all object/section intersections after first removing any duplication. Ironical-
ly, one beneficial consequence of this extra processing is that it encouraged us to mir-
ror the spatial database across multiple servers and then send each individual 3D 
dome section query to a separate database. The end result is a much faster (~2sec.) 
query process which potentially allows for near real-time threat dome visualisations 
and searching on 3D mobile maps – our ultimate goal for this work. 

Since the introduction of the “Isovist” concept in [7] for describing the 2D visibili-
ty shape or 3D visibility volume at a given position, there have been a number of 
developments that employ Isovist-like approaches for urban environment analysis. 
The notion of a “Spatial Openness Index” (SOI) developed in [8, 9] measures the 
volume of visual perception within a surrounding sphere from a given point of view, 
but without defining its shape. Other techniques to measure 2D and 3D visibility in an 
urban environment are shown in [10], which calculate the visibility of pixel coordi-
nates on Digital Elevation Models (DEMs). Their proposed “iso-visi-matrix” claims 
to be a very useful from a visual perception viewpoint. Different to these approaches, 
visibility modelling algorithms developed in [11, 12], calculate the visibility of local 
landmarks in an urban context. They determine the visibility of a “Feature of Interest” 
(FOI) for location based services (LBS) that notify users when they are in a position 
that can actually see those landmarks.  3DQ acknowledges the importance and use-
fulness of carrying out 2D/3D visibility based analysis in the urban environment and 
aims to extend this idea by exploiting the actual 3D visibility shape as a query “win-
dow” to retrieve only those spatial objects that a user can physically see from a given 
viewpoint.   

When calculating 3D Isovists, a user’s visual perception is usually simulated and in-
terpreted as a collection of “sight lines” or “line-of-sight” collisions with spatial objects 
in the environment [13]. In this regard, the technique of ray casting is a common ap-
proach to determine sight-line/object intersections where the collective intersection 
points of collisions eventually form the visibility shape used as the query window.  
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In most modern computer gaming applications, collision detection techniques are 
very well developed to determine and render only those visible objects in a game 
scene to optimize display speed. However, those type of calculations are normally 
Boolean value based operations, which means if the ray hits an object the returned 
value is “true” and vice versa. For the purpose of computer graphics layered render-
ing, this technique (without further calculation of the intersection point) are proven to 
be quite efficient [14, 15, 16]. However, our 3DQ prototype requires more than just 
determining which objects constitute a scene from a user’s viewpoint, we also need 
the 3D Isovist shape to determine where objects (e.g., built environment, sensors in 
the Sensor Web) are intersected. Therefore, accurate vertices (intersection points) of 
the visibility shape are necessarily required to form the corresponding search space in 
a spatial database for subsequent query processing operations. 

3 3DQ Search Space Algorithms 

The 3DQ system adopts a “client-server” architecture to deliver spatial searching as 
web-services for mobile devices. The services are in RESTful format style, where 
mobile device as client collects readings from its integrated sensors (e.g. GPS, com-
pass, accelerometer), constructs them into a standard URL, and sends them to the 
server. Once the server finishes with the query calculations, the responses are orga-
nized and sent back in GEO-JSON format, which is OGC standard compatible and 
completely text based.  A more detailed description of the 3DQ system architecture 
can be found in [17]. 

In a 2D scenario, the vertical dimension of a built environment is ignored in favour 
of the geometry of building footprints on the horizontal plane. Ideally, the length of a 
ray, which simulates a sight-line from a user’s view point, shall be infinite unless it 
hits an object along its path. However, to speed up the query calculation, we default 
the search length (user’s perception distance) to 200 meters. In other words, the foot-
prints used to load the built environment around a user’s vicinity are limited to a 200 
meters radius, thus speeding up considerably the query calculation.  Options for users 
to adjust this search distance are also provided.    

An example of a visibility search in a 2D environment (i.e. 2D Isovist) at a given 
location is shown in Figure 3 (a). The black square represents the user’s current loca-
tion which is picked up from GPS on the mobile device. The surrounding built envi-
ronment is constructed from the footprints of all building blocks within 200 meters.  
Benefiting from R-Tree indexing in Oracle Spatial 11g, the retrieval of all buildings 
from a given location is quite efficient [19].  The filled polygon is the user’s 360º 
visibility shape at that location.  The 2D Isovist shape is then utilized as the query 
window to retrieve all database objects that intersect it.  The Isovist construction 
process is based on the method developed in [18], which is an open source library for 
fast 2D floating-point visibility algorithms.  
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(a) (b) 

Fig. 3. (a) 2D Isovist view (b) Extruded 2.5D Isovist in a 3D environment 

The 2D Isovist query is especially useful for conventional 2D mobile map 
searches, where it can serve as the preliminary filter to reduce the sometimes over-
whelming amount of information available at a given location. However, as Google 
Maps 5 has progressed 2D mobile maps into 3D, a more realistic look and feel of a 
built environment is now available. Although, with this added vertical dimension 
come 3D visibility calculations that are much more complicated than in 2D. For in-
stance, the arrow in Figure 3(a) points to a small building block where a 2D ray gets 
truncated, but the building’s height is much lower than the surrounding buildings so a 
user’s sight-line can in reality see over top of this block.  

Although fast, to simply extrude a 2.5D Isovist (Figure 3(b)) would be incomplete 
as it does not pick up on this height difference. In fact, the results retrieved from an 
extruded 2.5D Isovist would be no different than those returned from a 2D Isovist, as 
the 3D coordinates for each returned object have the same x and y. Yet, to derive an 
accurate 3D Isovist, as shown in [20], is far too calculation intensive for real-time 
searching and therefore not optimal for serving multiple users as a mobile web-
service. Therefore, we utilize ray casting techniques on vector datasets using a prede-
fined length (radius) for each ray to save on computation effort.  Thus the final query 
shape of the 3D Isovist appears as the “dome” shape shown in Figure 2 where the 
vertices that form the dome are the intersection points between each ray and any ob-
jects the ray hits out to 200m, or some other pre-specified distance.  

An example demonstrating how vertices are detected in Search Algorithm 1 is 
shown in Figure 4.  In this illustration, assume building blocks with different heights 
are along the path a ray travels. On the horizontal plane, the interval between each ray  
is predefined at 6º by default (horizontal ray spacing). While on the vertical plane, we 
first detect what objects the ray hits and then calculate the corresponding 3D intersec-
tion point. The next ray along this same direction is initialized with a tilt angle of 15º 
and so on (vertical ray spacing). 
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Fig. 4. Search Algorithm 1 for determining sight-line intersections in a 3D environment.  The 
thick black line outlines the final boundary of the threat dome in this direction. 

The pseudo code for Search Algorithm 1 follows: 
 

Algorithm I. Tilting Ray Approach 
-------------------------------------------  

 Input: radius, horizontal ray spacing, tilt angle, 
current location   

  Output: A 3D threat dome visibility shape 
  

Function RayTilting3D (radius, raySpacing, initalLo-
cation, tiltAngle): 

  Initialize ray generator from initialLocation  
 Initialize final shape list: ShapePtCollect 
 For each ray start with an initial tiltAngle: 
  Initialize list: IntersectionPtCollect  
  Get all the intersections and add to list 
  Determine the first intersection: intersectionPt 
  tiltAngle += AngleInterval (15o default) 
  ShapePtCollect.append(intersectionPt) 
 Return ShapePtCollect 

As mentioned, Oracle does not return the exact 3D intersection point when a ray hits 
the building blocks. Instead, it projects the ray and building blocks onto a horizontal 
plane and returns a collection of 2D line segments. The intersection point is then de-
termined by getting the first intersection point from all the segments, together with the 
tilting angle θ. The ray then continues to detect the next intersection point and so on 
until it stops once titling angle θ reaches 90º. This approach takes advantage of the 3D 
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spatial query operators provided by Oracle Spatial as well as 3D spatial indexing and 
serves as a good approximation of the true dome shape.  However, it can be seen in 
Figure 4 that building a threat dome using the tilting angle approach may miss certain 
intersection points vertically as the ray may overpass a building block because of the 
gap between any two tilting angles.  

To improve on this approach, Search Algorithm 2 acts like “reverse water-flow”, 
where the ray does not stop at the intersection point but instead continues on to de-
termine the next intersection until it finally stops at the distance specified by the 
search radius (Figure 5).  The process starts by determining the intersections on the 
horizontal plane between each ray and the projected footprints of the 3D building 
blocks.  The actual intersections are a list of line segments and each of them has a 
pair intersection point <Iin, Iout>. The collection of Iin points will be picked up and 
ordered by their distance from the user’s location. We then determine the first inter-
section point of all Ifirst, which represents the first hit between a ray and the objects. 
The ray restarts from Ifirst and a tilting angle θ1 is initialized once it reaches the top of 
the building. The next calculation happens at the next Iin point in the list, where if the 
height of the ray at that point is higher than the height of the building, the process 
carries on to the next Iin point in the list, otherwise, a new tilting angle is established 
and the same process iterates to the next Iin point.  

 

Fig. 5. Search Algorithm 2 for determining sight-line intersections in a 3D environment.  The 
thick black line outlines the final boundary of the threat dome in this direction. 

Another advantage of Search Algorithm 2 is that instead of using the tilting angle 
to generate multiple rays vertically, it only needs to process one ray on the horizontal 
plane and collect height information of all building blocks along its path. In Search 
Algorithm 2, the 3D building objects, which are represented as solids in Oracle Spa-
tial, are replaced as 2.5D data structures with a height value attached as an attribute to 
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each footprint and therefore uses 2D spatial indexing when deriving the initial inter-
section list, which has a simpler and faster data structure than 3D spatial indexing. 

The pseudo code for Search Algorithm 2 follows: 
 

Algorithm II. Reverse Water-Flow Approach 
 ------------------------------------------------------- 

Input: radius, horizontal ray spacing, current location   
 Output: A 3D threat dome visibility shape 
  
Function RaySweeping3D (radius, raySpacing, initialLo-
cation): 
  retrieve all building block geometries that are 

within the radius of a user’s current location 
For each ray in the horizontal plane: 
  initialize lists: HeightsCollect, DistanceCollect, 
  IntersectionPtCollect  
  derive all the intersection points from the ray: 
   determine first intersection of each collision 
  fill the lists 
sort the IntersectionPtCollect according to their 

distances from the initial location 
tgθ = Height(Ifirst)/Distance(Ifirst) 
initial final shape list: ShapePtCollect  
For each point in the list: 
 If Height(Inext)< Dist(Inext)* tgθ = newHeight: 
  pass 
 Else: 
  ShapePtCollect.append(Inext, Height= newHeight) 
  ShapePtCollect.append(Inext, Height= Height(Inext) 
  tgθ = Height(Inext)/Distance(Inext) 
Return ShapePtCollect 

A common feature found in both Search Algorithms 1 and 2 is defined ray spacing 
when scanning for objects in the horizontal plane. However, no matter how small the 
interval is, there is still a risk of missing certain intersection points, which reduces the 
ultimate accuracy of the final query shape. As noticed in the 2D isovist calculation 
shown in Figure 3(a), the 2D visibility shape is continuous at filling every visible 
corner/gap between building geometries. Our third search approach therefore applies 
Search Algorithm 2 on top of a 2D Isovist shape. Once a 2D Isovist is calculated, each 
vertex of the Isovist polygon together with the user’s location defines a ray direction 
with the length equal to the predefined radius. An example is shown in Figure 6, 
where the rays travel through each of the vertices in a 2D Isovist polygon instead of 
being evenly specified by a horizontal ray spacing value. Although it involves two 
steps of calculation, it provides a more accurate visibility shape.  
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Fig. 6. An example of generating object intersection rays through the vertices of a 2D Isovist 

The pseudo code for Search Algorithm 3 is follows: 

Algorithm III. 2D Isovist Based Ray Sweeping Approach 
------------------------------------------------------------------- 

 Input: radius, user’ current location   
 Output: A 3D threat dome visibility shape 
 
 Function RayIsovist3D (radius, initialLocation): 
  retrieving all the 2D footprints within the radius 

from current location 
  calculating 2D isovist   

initial final shape list: ShapePtCollect 
For each vertices of the Isovist generate a ray 

through the initialLocation: 
  applying Algorithm II 
Return ShapePtCollect 

As mentioned previously, in an accurately computed threat dome, the generated dome 
will usually have a large number of surfaces relative to the complexity of the sur-
rounding environment.  We must therefore split the complete threat dome into 3 sec-
tions and then query them individually against the database - instead of creating a 
single 3D volume for the threat-dome query shape.  This led us to mirror the spatial 
database across three servers and then send each individual 3D dome section query to 
a separate database.  In today’s cloud computing era, it may be possible to deploy 
this approach as a cloud-based service with multiple spatial databases running in dif-
ferent virtual machines at the same time. The result is potentially a much faster query 
process that allows for near real-time threat dome visualisations on 3D mobile maps.  
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4 Evaluation of Query Speed vs. Accuracy 

In this section, we present our performance evaluation of the 3 Searching Algorithms 
implemented in terms of speed vs. accuracy. The datasets used include 2D footprints 
of DIT campus with actual heights stored as a non-spatial attribute, 3D wireframe 
building outlines stored as 3D multi-polygons, and extruded 3D solids from the 2D 
footprints up to the stored heights.  Plus 100 3D points simulating environmental 
sensor “things”, which are attached to the surfaces of the building blocks (e.g., win-
dows, walls, and doors, etc.) and other objects (e.g. light posts) in the database. A 
screenshot of the combined dataset is shown in Figure 7.  

 

Fig. 7. 3D model of university campus affixed with 100 synthesized environmental sensors 

The evaluation of each search algorithm was carried out at five different locations 
in the campus complex.  To test our approaches on large datasets, as when deployed 
in a real-world application, the 2D footprints consists of 345,316 polygons with 
height values attached, and cover most of Dublin city. The datasets are stored in 3 
Oracle Spatial databases mirrored on three different machines. More specifically, 
machine one is running Windows 7 (32 bit) with 4G RAM and Core2Duo 2.8 GHz 
CPU, the other two machines are running virtual machines under Windows XP (32 
bit) with 2G RAM and Core2Duo 2.2 GHz CPU. The programming language is Py-
thon 2.7 with the capability of providing OGC standard compatible Geo-JSON output 
to mobile devices.  

Figure 8 shows a comparison of query speed for the three different search algo-
rithms.  Search Algorithm 1 was applied to a limited 3D solid dataset of the nearby 
campus area while Search Algorithms 2 & 3 were applied against a complete 2D po-
lygon map of Dublin City with building heights stored as a non-spatial attribute.  
Notice how 3D querying on 2D datasets proves to be usefully quicker - even though 
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Oracle Spatial R-tree indexing limits the search space to only those database objects 
that are within a specified 2D radius in either case.   

 

Fig. 8. Comparisons of query speed for different search algorithms at 5 positions on 3D solid 
and 2D polygon datasets of Dublin 

Table 1 shows a comparison of accuracy for all visibility query approaches.  
Compared to a standard range query, where returning information on all 100 sensored 
things would overload the mobile display at every query position, Search Algorithm 3 
is shown to return the most actual visible sensors in every query position. 

Table 1. Comparisons of accuracy of 3 Search Algorithms at 5 query positions together with 
the maximum number of sensors actually visible at each position 

 Position 1 Position 2 Position 3 Position 4 Position 5 

Algorithm I 
(6o ray spacing) 

19/33 14/32 20/34 5/12 12/26 

Algorithm II 
(6o ray spacing) 

20/33 18/32 20/34 9/12 13/26 

Algorithm II 
(3o ray spacing) 

25/33 26/32 29/34 10/12 20/26 

Algorithm III 
30/33 29/32 32/34 11/12 24/26 
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The above query speed experiment was run again on a complete Dublin City 3D sol-
id dataset using all search algorithms.  The results of this test are shown in Figure 9. It 
can be seen that for each search algorithm, the time taken to complete a 3D query on 3D 
solid data is noticeably longer than when performed on 2D data of the same area with 
height stored as a non-spatial attribute.  The reason for such a large dip in Algorithm 3 
timings at Position 4 is because there are only 12 sensors actually visible due to the 
restricted visible search space at this location. 

 

Fig. 9. Comparisons of query speed for different search algorithms at 5 positions on 3D solid 
dataset of entire Dublin City 

5 Conclusions and Future Work 

This paper presented three Spatial Search Algorithms developed in our 3DQ proto-
type for determining the 3D visibility shape (threat dome) at a user’s current location 
in a built environment.  Users then utilize this 3D shape as their query “window” to 
retrieve information on only those objects visible within a spatial database. Visibility 
shape searching addresses the information overload problem by providing “Hidden 
Query Removal” functionality for mobile LBS, whereas conventional spatial queries 
apply either a bounding box or circle for their search space with no concern for actual 
visibility of returned results.   

We believe that this functionality will be especially useful in the impending Future 
Internet era when trillions of micro-sensors become available for query through IP 
access.  Those sensors will be deployed throughout the 3D built environment, such as 
on different floors, windows, walls, street furniture, plants, people, etc. Therefore, it 
becomes increasingly essential to know accurately the 3D visibility search space over 
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contemporary 2D bounding boxes at any given location. Analogous to scenes from 
Star-Trek, with Spock scanning his tri-corder for readings of life and atmospheric 
conditions on some strange world, such “situation awareness” type queries would be 
very interesting to bikers, joggers, walkers, city workers, and all concerned parents 
and citizens alike on this world who want to know, for example, the health of their 
immediate environment at any point in time. 

Speed and accuracy are two very important requirements of any mobile LBS appli-
cation. Among the three search algorithms tested, Search Algorithm 3 shows the most 
accuracy while Search Algorithm 2 has the fastest speed.  Further study into the 
trade-offs between speed vs. accuracy are underway to find the most suitable ap-
proach for deploying 3DQ in a real-world mobile eCampus application for real stu-
dent/staff users.     

Our ultimate goal is to make 3DQ work in real-time, or near real-time, where the 
display of the visibility dome shape changes dynamically on top of the 3D map dis-
play as a user walks around their city.  Currently, the Google Maps 5 visualisation 
API is not yet publically available for this; however, there are alternatives that can be 
used for testing.  For instance, VisioDevKit [21] provides 3D rendering capability 
such that any 3DQ visibility shape can be overlayed.   

To achieve our real-time threat dome calculation/visualisation goal, improvements 
to the 3 search algorithms will also be further investigated. As our prototype currently 
adopts a “client-server” architecture, performance is mainly constrained to the latency 
of mobile networks. As mobile devices become more powerful as computing plat-
forms, together with some open source mobile spatial database options, implementa-
tions of Search Algorithms 2 and 3 entirely on the mobile device will be investigated.     
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Abstract. In this paper, we present ARCAMA-3D, a platform for 3D map-
based visualization on mobile devices powered by augmented reality. The 
platform offers context-aware interactions related to the concept of ubiquitous 
computing. The general purpose of the project is to enable users to navigate in 
an area with their mobile devices and interactively discover their surroundings. 
The system integrates real-time sensing technologies (GPS and other embedded 
sensors) and exploits user’s context and preferences in order to provide her with 
the necessary information. In return, the user consults the information (text, 
photo, audio or video files, etc.) that is published on the 3D model with the help 
of augmented reality. The innovative aspect of our approach lies in a light-
weight 3D visualization system which is superimposed on the real scene. This 
approach facilitates the discovery of surroundings without preventing the 
visualization of real entities. We also alleviate the cognitive load of the user by 
avoiding the presentation of excessive information. 

Keywords: 3D visualization, augmented reality, cognitive load, location-based 
services, mobile devices, ubiquitous computing, user interaction. 

1 Introduction 

Recent parallel improvements in two research areas, namely 3D representation of 
geographic data and mobile computing devices, have contributed to the creation of 
new research domains. Considering the mobile device capabilities, the 3D graphics, 
bandwidth and memory, battery lifetime and processor speed have been upgraded 
tremendously during the last decade. These developments have extended the 
potentials of digital maps and carried them to mobile device platforms. Real-time 
monitoring of geographic data has embedded the use of location-based services [1] 
and context-awareness [3] within mobile GIS (Geographic Information Systems). 
Moreover, it was not so later that the use of realistic 3D models on mobile devices has 
emerged [12]. 

The improvements in mobile graphics and processing speed also encouraged the 
use of augmented reality, since the urban and landscape geometry can be exploited to 
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superimpose the virtual objects on the real world view. Some of these applications 
concern displaying information tags aligned with the physical background, or 
projecting the 3D historical view of a building [14,19]. The vision-based feature 
tracking techniques and mobile sensing technology (accelerometer, gyroscope, etc.) 
are used to maintain the accuracy of the superimposition [9,18]. 

Mobile 3D graphics applications suffer from severe limitations, such as low 
computational power, limited screen space, memory, battery and user interface 
limitations. Therefore, storage of large data, sending large documents, or providing 
high frame rate videos is difficult on mobile devices. In order to develop a smooth 3D 
navigation application on a mobile device, these limitations have to be considered. 
While the current technology allows reasonable use of 3D graphics for the discovery 
of the environment on mobile devices, there are no standardized solutions that 
correspond to the current limitations. The research projects conducted for this purpose 
are mostly achieved by adding on-board sensors and PC-equipped platforms to the 
mobile devices, in order to get processing power and accurate sensor data. Also, in 
some projects, the 3D rendered models are too heavy to use on mobile platforms for 
the real-time discovery of the environment. 

The purpose of our research is to develop a 3D mobile platform that enables users 
to discover their surroundings and access information that is stored in location-based 
databases. The overall system, called ARCAMA-3D (Augmented Reality for Context 
Aware Mobile Applications with 3D), includes a platform for interactive information 
exchange using location-based services. It contributes to the design aspect of mobile 
3D map visualization by providing perceptually optimized solutions.  

The paper is organized as follows. In Section 2, we describe the related works 
concerning the 3D navigation maps on mobile devices, the current methods and the 
limitations. Section 3 describes our solution, ARCAMA-3D system, with a scenario 
and a typical sequence of interaction with the system. In Section 4, we present 
concluding remarks and future works. 

2 Related Work 

Unlike 2D maps, 3D mobile GIS provide an easily recognizable environment, 
especially for unfamiliar users, with a realistic representation of the surroundings. 
While, 2D maps require skills and experience from the user, such as experience with 
the maps, knowledge about the environment, signs, map features, understanding the 
scale and directions, etc. [5], 3D maps can be easily read and understood by taking 
advantage of the visual similarity with the environment. 

Providing navigational support with 3D maps has led to the emergence of car 
navigation applications. The degree of freedom of pedestrians is not limited to roads; 
therefore the maps had to be re-modeled for pedestrian navigation [2]. This requires 
modeling additional objects such as buildings, parks or squares, rather than only roads 
and hills. Since then, several mobile map-based approaches are proposed for different 
contexts, such as for the exploration of cities, museums, exhibitions, mountain tracks, 
and sea routes [4]. 

The design of a 3D map is an interdisciplinary work. The modeling, symbolization 
and visualization of the map should be considered during the design process [8]. Even 
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though there are widely accepted definitions for 2D maps, it is not the case for 3D 
maps. Shortcomings are mainly due to the ignorance of user needs, the use of 
different map symbolization, frequent overloaded representations of the scene or 
insufficient level of details for object interpretation. 

3D map visualization has also encouraged the use of augmented reality. 
Augmented reality consists in superimposing a virtual object on a video of a real 
scene, possibly offering some interaction with the user. The urban and landscape 
objects are exploited to align the virtual objects within the scene. This enables the 
virtual objects to be projected on the scene at the right place. In several mobile 
applications, augmented reality representations are used to provide additional 
information to the user, or to augment the view of a site that is not possible to observe 
with bare eyes (the views of historical sites in previous eras, underground water and 
electricity lines, etc.) [11,18]. In mobile augmented reality systems, the 
superimposition of the virtual object with the scene depends on the use of an accurate 
camera tracking algorithm. Camera position and direction tracking are achieved via 
vision-based tracking (tracking the visual features of the scene) [7,17]; or using a 
combination of GPS receiver and inertial sensors (accelerometer, gyroscope, etc.) 
[16,17]; or using a fusion of these two techniques (i.e. hybrid tracking) [10,18]. 

However, in the literature, to our knowledge, the 3D maps are rarely used as an 
interactive augmented reality tool that users can interact with, in order to get more 
information about their surroundings. Instead, augmented reality is simply used for 
adding some virtual objects superimposed on the real object in order to present extra 
information. Some augmented reality applications are developed with this idea; for 
example, showing the historical representation of a building by superimposing its old 
appearance on the video stream [11,14,15,19]. However, there are few researchers 
that mentioned the use of interaction mechanisms with the augmented 3D maps. 

Touring Machine is an early research project that uses augmented reality systems 
for outdoor environment discovery [6]. It mentioned the interaction with the 3D 
mobile augmented reality system, and posing queries about objects. However, the 
hardware consists of a backpack computer with high-performance 3D graphics and 
additional handheld computer. In order to apply the same application on a mobile 
device, several limitations should be considered and overcome, since computational 
resources of a mobile device are too limited. In applications, where extra on-board 
sensors (such as GPS antennas, mounted accelerometer and gyroscope sensors, or 
wider touch screens for interaction, etc.) are added to the hardware, as in [11,18,19], 
the possibility execution of such an application on mobile device platforms should be 
reconsidered due to these hardware limitations. 

3 The ARCAMA-3D System 

In the related work presented in Section 2, most of the methods are based on adding 
high accurate sensors to mobile platforms, since the location and orientation based 
mobile augmented reality applications may be erroneous due to the inaccuracy of 
sensor data. However, we hold on the idea that, since a 3D location-based map 
resembles to the real scene, the user can relate the 3D objects with the real scene. 
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computational resources of the device. Also, we offer a framework that adapts to the 
direction pointed by the user with her mobile device, which encourages her to focus 
on the environment and discover her surroundings using augmented reality. 

3.1 Scenario 

In order to explain our approach, let us consider a simple scenario of a mobile user, 
called Anna. Anna visits to a city where she has never been before. She turns on the 
ARCAMA-3D application. She prefers to login using her social network profile 
(Facebook, Twitter, etc.). The application gathers her user’s profile information: age, 
gender, schools where she made her studies, her topics of interest etc. She can also 
modify her profile data and select some topics of interest using the dropdown menu of 
ARCAMA-3D. Then, she turns off the mobile screen and puts the device on her 
pocket.  

According to the context of Anna (preferences and profile), it appears that she is a 
history student and interested in movies. The application uses the GPS module of her 
mobile phone in order to detect her coordinates. When she walks around in the city, 
the mobile device beeps to draw her attention in order to inform her that a movie store 
or a cinema is nearby. She, then, turns on the screen of the device and a 3D model is 
sent to her. This 3D model is composed of transparent white buildings of her 
surroundings, with no textures and no architectural details. By using the gyroscope 
and accelerometer sensors of her mobile device, her orientation and direction is 
extracted by the ARCAMA-3D application. Then, the 3D model is superimposed on 
the real view of her surroundings. However, since sensors are not precise enough, the 
superimposition is somewhat misaligned. Then, Anna is invited by the application to 
correct it by dragging the 3D model on the real view, so that the 3D objects are 
superimposed correctly on their real counterparts. She, then, locks the 3D model and 
uses the 3D objects as an interactive augmented reality tool.  

While most of the objects are white, some of the 3D objects are highlighted with a 
different color. This indicates that these 3D objects have selected by the applications 
as Surrounding Objects of Interest (SOIs) for Anna, which indicates that they have 
interesting information according to her context. Anna can interact with these objects 
by using the touch screen, to access the information. She clicks on the 3D objects and 
related information appears on the 3D model (such as a photo, a video, a wiki page, 
etc.). According to her context, these information might be about a cinema that she is 
passing by, or a store selling movies. She can check the movies on the program, or the 
movies that are being sold in the store, or the opening and closing hours of the store. 
These information is displayed attached to the 3D object. 

3.2 Architecture 

As can be seen in Figure 2, the ARCAMA-3D architecture is a 3-tier architecture with 
a middleware between the client and two databases (the 3D Map Database and the 
Information Database). Data is controlled by a database management system which 
facilitates the creation, organization, storage, management and retrieval of the data. 
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(1) Sensor data + Context of the user: The application starts with the 
initialization, which corresponds to acquisition of both the sensor data and 
the context of the user. Sensor data are obtained from the embedded sensor 
modules of the mobile device. The context of the user is interactively learnt 
from the user by asking her preferences and her profile. 

(2) Sensor data: By sensor data, we refer to the accelerometer, gyroscope 
sensors and GPS module of the mobile device (as well as the time, which 
will be used for Information Database). These data will give the direction, 
orientation and the geo-location of the user. They are necessary to get the 
corresponding 3D model view of the real scene that the user points her 
mobile. Also, they are used to update this view according to the user’s 
location and orientation, when she moves around. Therefore, sensor data 
are sent to the 3D Map Database and acquired constantly throughout the 
application while the user is moving around. It should be noted that, there 
might be errors in the sensor data. Therefore the 3D model sent to the 
mobile phone corresponds to a wider area of the user’s surroundings. 

Location data + Context of the user: At the same time, the location data 
and the Context of the user are sent to the Information Database for 
filtering information according to the context. The user is basically asking a 
question: here are my preferences, and here is my location; is there any SOI 
around? To answer this question, the Information Database filters the 
information with the location data first, and then it filters the result with the 
context of the user (Query 1 in Figure 2). Each of the data (document) 
belongs to at least one object. Therefore, each of them has 3D Object IDs in 
their structure.  

(3) SOI IDs: Then, these 3D Object IDs (SOI IDs) acquired from the 
Information Database are sent to the 3D Map Database. These 3D objects 
are highlighted (with a different color) on the 3D model to indicate that the 
user may gather useful information if she interacts with these objects.  

(4) Highlighted 3D models: Highlighted 3D model is sent to the Web Server. 
(5) Adapted&Highlighted model: The Web Server sends the model to the user 

considering the device capabilities. 
(6) Object Selection: Now, the user can see the 3D model of her surroundings 

adapted to the view that she points her mobile at. She can interact with the 
highlighted objects by clicking them through the touch screen. With this 
action, the ID of the object is sent to the Web Server for further information 
retrieval. 

(7) Selected Object ID: The ID of the selected 3D object is sent to the 
Information Database, which still keeps the filtered documents according to 
the location and context of the user, as a result of Query 1 in step (2) above. 
Now, these documents will be filtered with the Selected Object ID, which 
constitutes the Query 2. 

(8) Filtered Data: Information Database sends back the filtered information, 
which belongs to the selected object, to the Web Server. Filtered data 
corresponds to the highest ranked data for each data type (photo, video, 
audio, text, etc.). 
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(9) Adapted Filtered Data: Such data is adapted to the mobile phone 
characteristics via Web Server as in step (5) above. 

(10) Demand for more data: User, who can now observe the highest ranked data, 
may demand more data. For example, after looking to the highest ranked 
video about Eiffel Tower, she can ask for the next highest ranked video by 
interacting with the 3D model. This interaction, as done in object selection 
in step (6), is achieved by interacting with the touch screen, as well. Then, 
this demand is sent to the Web Server. 

(11) Demand for more data: Web Server transmits this demand to the 
Information Database, which holds the next ranked data. 

(12) Additional data: Additional data is retrieved and sent back to the Web 
Server. 

(13) Additional data: Web Server adapts the data to the mobile device 
characteristics and these data are presented on the 3D object as in step (9). 

Information Database. All the information that is displayed on the 3D model is held 
on the location-based services with object coordinates (x, y, z). Time and orientation 
(t, α) information might be useful for a photo or a video, since the user might want to 
retrieve some photos of a monument taken from her current point of view and at the 
same time of the year or the day (winter, afternoon, etc.). Therefore, the information 
database holds documents annotated with the (x, y, z, t, α) information, and as well as 
the semantic tags. These semantic tags are provided by the owner of the application. 
If the owner allows users to add documents to the Information Database, these tags 
can be also provided by the owner of document. During the information retrieval, if 
these tags match with the user’s preferences, these documents are filtered and sent to 
the user, since it corresponds to her interests. 

3D Map Database. The 3D model is held on a database. The 3D query is sent by the 
client through the web server. This query includes the sensor data (geo-location, 
orientation and direction of movement) that is extracted using the embedded sensors 
of the mobile device. Then, the 3D Map Database returns the corresponding 3D data 
set (model) of user’s location (covering some 100 meters of range). The sensor data 
will be used to update user’s 3D view, to correspond to the view that she points her 
mobile device. For this reason, the interchange of sensor data and 3D data set between 
the client and the 3D Map Database will take place throughout the application.  

In this interchange, sensor data are used to detect the orientation and location of the 
user. However, the sensor data may not always be very accurate. For example, 
nowadays, outdoor positioning mainly relies on the satellite infrastructure of the GPS, 
which is known to have an accuracy of 10-50 meters [13]. This precision can be 
improved with the GSM (Global System for Mobile Communications), which is 
based on triangulation of cellular networks. Considering the developments in the 
mobile technology during the last decade, the precision of the sensor data will be 
improved in the following years, therefore, we assume that it provides a certain level 
of accuracy for our application.  



 ARCAMA-3D – A Context-Aware Augmented Reality Mobile Platform 25 

For this reason, we have included an interaction mechanism in order to overcome 
possible problems. The interaction mechanism relies on the user interaction. In 
ARCAMA-3D application, the environment is discovered through a 3D model that is 
superimposed on the real scene that the user points her mobile device at. As we 
explained in the scenario (Section 3.1), if this superimposition is not correct, the user 
can interact with the 3D model and superpose the 3D model on the real view using the 
touch screen of the device. 

4 Conclusion and Future Work 

In this work, we have described ARCAMA-3D, a 3D map-based visualization 
platform for the environmental discovery on mobile devices. ARCAMA-3D 
contributes to the design aspects of mobile 3D maps by providing perceptually 
optimized solutions for the user. It also provides a light-weight 3D model considering 
the limitations of the mobile devices. 

Mobile navigation systems are sensitive applications considering the shortcomings 
of mobile devices and also the usage scenarios in which they are used. Users would 
generally consult these applications when they are navigating in an unknown 
environment. Therefore, they do not have enough time to interpret the objects or focus 
all their attention to the user interface of the application. The main objective of these 
applications should be enabling the users to focus on the environment as much as 
possible, instead of keeping them busy looking at the mobile screen. ARCAMA-3D 
proposes an environmental discovery architecture using an interaction mechanism 
with an augmented 3D map, which avoids surcharging the cognitive load of the user. 

We are currently improving our approach on time-based filtering of the 
information and presenting techniques on the 3D model. Also, we are working on the 
user profile management which will help to filter the corresponding information from 
the Information Database. 
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Abstract. The In this short paper we will present an Android mobile application 
making use of a multimodal interface. We base our application on a proprietary 
architecture based on the W3C recommendation MM-Framework. App-users 
can talk and use natural gestures on a mobile device touch screen in order to 
formulate a complex interrogation to a geo-referenced web service. The 
interaction produce as result a query whose origin is a semantically incomplete 
audio sentence complete by a deictic gesture (i.e.: “please, find all bus stops in 
this area - - while tapping or making a circle on the screen where a map is 
showed - -”). 

Keywords: mobile GIS, multimodal mobile interaction, mobilepublic transport 
GIS. 

1 Case Study: GIS Multimodal Platform for Neapolitan Public 
Transportation 

The case study here chosen to show the advantage of the utilization of a multi-modal 
approach to mobile user interface for GIS system queries, is the creation of an 
informative map-based system for Neapolitan public transportation (henceforth 
ANM). The system provides the user with the ability to make multi-modal queries to 
obtain information regarding public transportation, such as: 

• seeing a map that shows all of the bus stops made by a chosen line of transportation 
• seeing the arrival times of transportation lines at a chosen bus stop 
• seeing additional information relative to a bus stops such as a list of transportation 

lines that transit at the chosen stop and all of the temporary detours on the line 
• seeing a map with the nearest bus stops to the current location 
• seeing a map with the bus stops on a given street or area of interest. 

2 GIS System Architecture 

Getting results from spacial queries implies the elaboration of a great quantity of data.  
Taking into consideration the physical limitations and the computational power of 
modern mobile devices, it's not possible to implement these operations on the device 
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itself, and therefore the chosen architecture for the service is of the client-server type, 
so that the calculations (spacial queries) can be made on the server, limiting the 
mobile device to sending requests and processing the replies so that they can be 
displayed on the map.  In order to handle the great quantities of geographic data on 
the server, a Spacial Database is absolutely necessary in order to index the data and 
allow queries to be made on it (for example coverage or intersection between two 
geometries).  Multi-line geometries are present in the database in order to represent 
the roads in the area of interest and points to represent the bus stops.  As far as the 
functions implemented by the server, only one spacial operator is provided: coverage.  
Specifically the operator handles the shape drawn by the user and returns the objects  
present within. 

 

Fig. 1. The GIS system architecture. A mobile database (SqlLite), a spatial database (GeoServer) 
and a web-service. 

A database like SqlLite is present in the mobile application and contains all of the 
information relative to the spatial position of the bus stops, the active public 
transportation lines, possible detours, user preferences etc...  The information regarding 
weather predictions for the following 30 minutes at a given bus stop is retrieved from 
the public transportation company  website by making an http post request through a 
web-service offered by ANM  and parsing the html response received. 

3 Architecture for the Management of the Multi-modal 
Interface 

In order to handle the system's multi-modal interface (in the proposed case of voice 
and gestures on a map), an approach that conforms with W3c Multi-modal 
Framework [1] was adopted and the proprieties of the relationship between different 
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modes of interaction specified in [2] we considered.  A framework was created that 
allows a detailed description of the multi-modal interaction between the user and the 
GIS system using an XML file. In order to model the multi-modal commands 
according to the CARE proprieties an approach that uses NFA (Non-deterministic 
Finite State Automa) was chosen,  just as it was specified in [3], where they were 
utilized to implement a toolkit to evaluate the usability of multi-modal interfaces. 

 

Fig. 2. Multimodal Interface Architecture 

The architecture for the multi-modal interface management of the examined case 
study is in figure 2.  The architecture provides a communication between the various 
interfaces modes and the Interaction Manager based on asynchronous events.  Every 
mode of interaction is composed of two subsections: 

• Input Recognizer: which focuses its attention on a single mode source of 
information like voice and gesture on touch-screen. Therefore it captures the input 
from the user and transforms it in a machine-readable form. 

• Semantic Interpretation Component: which manages and keeps constantly 
observes its relative Input Recognizer in order to verify its progress and performs a 
semantic extraction of what it receives.  Its task is also to forward the extracted 
data to the Interaction Manager. 

The events sent by the Semantic Interpretation Component are received by the 
Interaction Manager that, thanks to an XML file which describes how the interaction 
needs to happen [4], notifies the Application Logic of the mobile GIS client of the 
behavior to carry out with the data it needs.  All of this happens with the help of the 
Event Notifier Component. 
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4 Case Study in Action on Android Platform 

In this section we describe how the prototype of the proposed study was implemented 
on Android platform.  A Google Maps [5] integrated service was used in an Android 
environment and the touch screen of the smartphone was used to specify spatial 
queries.  

          

Fig. 3. (a) the blue circle represents the user's current location. The markers represent stops bus 
of the route C16 – Fig. 3(b) balloon with information about the expected arrival of public 
transports to the bus stop 2191. 

The application which allows the following operations: 

• 'Search by line': allows the user to see all of the bus stops of a public transportation 
line on a map. 

• 'Search by bus stop number': allows the user to know the arrival time predictions of 
the various bus lines by specifying the number of the bus stop of interest 

• 'Favorite stops': allows the user to see predicted arrival times for his favorite bus 
stops which were previously specified  

• 'Browse stops': allows a user to visualize a list of the routes and bus stops of the 
carious public transportation lines. 

• 'Search by street name': allows the user to visualize on a map the bus stops on a 
specified street. 
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User can perform also a multi-modal query on the map drawing a location on the map 
and uttering the action to be done in that location by voice. The implemented drawing 
functions support point and poly-lines. To be more specific: a point is when the user 
touches a specific object (e.g. the bus stop) on the mobile map; a poly-line is when the 
user swipes the screen over the map. The implementation of these query interfaces is 
relatively straight forward. We attach two layers to the touch screen: one at the 
bottom is the map layer and one at the top is an empty layer, which is used to capture 
any touch gestures from the user. The top layer is the most important as it converts the 
touch points into a latitude/longitude coordinates set transmitted to the underlying 
base map. 

Audio is processed by the speech platform which first performs speech recognition 
and then extract some semantic knowledge to understand which action to do, the 
gesture is recognized by the specific recognizer and performs a geo-coding of the 
touch points on the map. These data then is processed by the Multimodal Framework 
(cfr. 3). 

The system sends the latitude/longitude on the line drawn on the maps to the GIS 
server and then return the bus stops closest to the route drawn. 
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Abstract. In this paper we discuss how the innate ability of mobile phone 
speakers to produce ultrasound can be used for accurate indoor positioning. The 
frequencies in question are in a range between 20 and 22 KHz, which is high 
enough to be inaudible by humans but still low enough to be generated by 
today’s mobile phone sound hardware. Our tests indicate that it is possible to 
generate the given range of frequencies without significant distortions, provided 
the signal volume is not turned excessively high. In this paper we present and 
evaluate the accuracy of our asynchronous trilateration method (Lok8) for 
mobile positioning without requiring knowledge of the time the ultrasonic 
signal was sent. This approach shows that only the differences in time of arrival 
to multiple microphones (control points) placed throughout the indoor 
environment is sufficient. Consequently, any timing issues with client and 
server synchronization are avoided. 

Keywords: Indoor Mobile Positioning, Ultrasonic Trilateration, LBS. 

1 Introduction 

The role of mobile phones in society has changed dramatically in the past few years 
as for many people their SmartPhone is an omnipresent gateway to information.  The 
mobile nature of the device is of key importance.  Users have come to expect constant 
access to the phone’s information facilities in many different circumstances and 
environments that take into account location and personal preference when providing 
useful and timely decision support services.  

Currently outdoor Location Based Services (LBS) have the advantage of relatively 
reliable positioning via GPS (also Wi-Fi and GSM) and a defined business model for 
the delivery of content to the user. This has led to applications of outdoor LBS greatly 
expanding in recent years, leaving indoor locationing technologies and services on 
mobile devices to yet fully mature. The current state-of-the-art of merging accurate 
(i.e. sub-metre) indoor positioning and context-sensitive services for indoor LBS 
therefore is still an open problem.  

The following factors make indoor positioning challenging: 

1. Generally indoor environments require higher accuracy to be useful for practical 
LBS purposes. This is because when indoors we are dealing with objects and 
distances on a smaller scale. While accuracy of +/- 10 meters may be good enough 
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to direct someone to a cafe or a bus stop, indoors it could mean we are unsure in 
which room the user currently is located. 

2. Locationing services that rely on satellite signals such as GPS for positioning do 
not work indoors at all because these signals require a direct line-of-sight to the 
receiver. 

3. When used indoors, electromagnetic fields and sound signals can suffer from 
fading and multipath propagation when they encounter walls, windows, and other 
structures.  This requires implementations of a robust solution that can effectively 
overcome the positioning difficulties typically found in cluttered, complex indoor 
environments.  

Under these circumstances it is understandable that very specialized hardware may be 
required unless we are willing to sacrifice accuracy.  However, given the role of 
commercial off-the-shelf (COTS) SmartPhones in today’s society, they have by 
default become the platform of choice for implementations of indoor positioning and 
therefore the standard hw platform we have developed our Lok8 (locate) indoor 
positioning solution to work on. 

While many mobile positioning approaches are erroneously described in the press 
as triangulation, where angles between mobile devices to various receivers (control 
points) would be required, what is in fact being described is trilateration, where 
distances to known control points or beacons are instead used in the positioning 
calculation.  Significantly, what is often common among these solutions is some sort 
of timing synchronisation requirement between transmitter and receiver to provide a 
full measure of distance as inputs to the trilateration process.   

The main contribution of our Lok8 approach is that we remove this often delicate 
synchronisation problem between transmitter and receiver by instead requiring that 
receivers (i.e. 3 or more microphones) be connected to a central server that starts a 
timer once an ultrasonic signal is detected by any of the mics.  By making the time the 
original signal was sent irrelevant, only the differences in time between when the 
signal reaches each of the remaining microphones is needed in our solution. The 
result is a more robust mobile trilateration method.   

As comprehensive explanation of mobile trilateration procedure is all too rare  
in indoor LBS literature, another worthwhile contribution of this paper is to describe 
in detail our subtle but significant modification to standard least squares trilateration 
in Section 3. Where standard trilateration assumes that distances from an unknown 
position to all control points are known a-priori, instead we only know the differences 
between these distances - not the distances themselves.  So while our asynchronous 
trilateration derivation is similar to the standard case, the initial conditions are 
different and therefore the standard trilateration solution requires modification.  
Before this we first discuss some background work in Section 2, and follow this with 
a summary of our principal contributions to the field of indoor mobile positioning and 
plans for future work in Section 4.    
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2 Indoor Positioning Background 

There are many different methods and reported accuracies for locating a mobile device 
indoors (see Table 1). Methods that use propagation of Radio Frequency (RF) signals 
are prevalent in this field, with the exception of computer vision, where simultaneous 
localization and mapping (SLAM) appears to be the most promising but considered by 
many an operational technology still in its infancy [1]. Computer vision techniques, 
while potentially very accurate, is characterized by high computational load, 
complicated procedures of recovery from tracking failures and susceptibility to camera 
shake and motion blur. These problems are addressed in the studies done by Williams et 
al. [2] and Wagner et al. [3]. Another difficulty associated with computer vision is that 
the user is supposed to be looking through the display screen when using the device. 

Table 1. Comparison of Indoor Positioning Implementations 

 Best Accuracy Underlying Technology 
Available on 
SmartPhones 

Wide Signal Strength 
Fingerprinting 

2.48m GSM no 

Skyhook(GSM) 200m GSM yes 

Navizon(GSM) 50m GSM yes 

Skyhook(Wi-Fi) 10m Wi-Fi yes 

Navizon(Wi-Fi) 20m Wi-Fi yes 

RADAR 2m WaveLan no 

GP for Signal 
Strength-Based 

Location Estimation 
2m Wi-Fi yes 

Ekahau 1m Wi-Fi no 

The Bat 3cm Ultrasound no 

The Cricket 3cm Ultrasound no 

Lok8 Sub-metre Ultrasound yes 

 
RF-based transceivers such as GSM, Wi-Fi and Bluetooth can be found on every 

modern SmartPhone. Five meter accuracy, one of the best results for indoor GSM 
positioning, was displayed by Otsason et al. with the help of wide signal-strength 
fingerprinting [4]. Unfortunately wide signal-strength fingerprinting is impossible on 
many modern phones due to OS restrictions. Other GSM positioning methods are 
generally impractical for indoor use due to poor accuracy. Wi-Fi positioning is on 
average better than twice as accurate as GSM. A method proposed by Ferris et al. 
where Gaussian processes are used to mathematically predict signal strength in areas 
outside the exact spots where fingerprints were taken seems to promising [5]. The 
best accuracy among commercial solutions using this approach was shown by 
Ekahau: 1-3 meters [6].  
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Bluetooth has the shortest range among the three wireless technologies but there 
are two major problems that make Bluetooth positioning particularly difficult. First of 
all it is designed to adjust signal strength when signals become too strong or too weak 
making any subsequent distance measurements based on signal strength unreliable. 
Disabling this feedback loop is discussed by Zhou et al. [7]. Another problem is that it 
takes a lot of time for a new device to be fully discovered. Very often it means that 
the user has already left the area [8]. This makes Bluetooth trilateration impractical; 
however coarser room-level positioning can be done relatively quickly as device 
pairing is not required. 

Notably, it is not reported possible to achieve accuracy below one meter [9] using 
RF-based technologies present in mobile phones [4, 5, 10]. However, sound travels at 
significantly slower speeds than radio waves and can therefore be easily localised to a 
few centimetres due to this much longer time of flight.  Other useful features of sound 
show that it is possible to emit a 21 KHz (just above the human hearing range) signal 
from a mobile phone speaker and successfully receive it with a conventional 
microphone [11].  In a separate study, Peng et al. [12] showed that it is possible to 
utilize sound in order to measure the distance between two mobile phones using 
synchronized time-of-arrival techniques. 

In previous work [16], we tested the useable range of SmartPhone ultrasound to 
find that these signals can indeed be successfully detected up to distances of 20m or 
more (Figure 1).  In this experiment, two values below 10 dB were registered but this 
is still well above the 21.5 KHz component of background noise, which is around 1 
dB. However there is no guarantee that the maximum value belongs to a signal that 
arrived by direct path and not via a longer deflected path.  In any case, it can be seen 
from the shape of the graph that even with speaker and microphone pointing directly 
at each other, signal strength can’t be relied on alone to accurately measure distance. 

 

Fig. 1. Relationship between signal strength and distance for conditions where SmartPhone 
speaker and microphone point at each other 
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Therefore, in our Lok8 trilateration method we endeavour to make use of the useful 
characteristics of inaudible mobile ultrasound by exploiting the differences in signal 
time-of-arrival at a static microphone array for accurate mobile positioning.  An 
accuracy comparison of our method compared to other reported indoor positioning 
methods, together with their availability for implementation on today’s SmartPhones, 
is also given in Table 1.   

3 Time Difference of Arrival (TDOA) Trilateration 

Sound is a mechanical wave which travels at speeds much slower than the speed of 
light. In dry air at a temperature of 25ºC the speed of sound is only 346 m/s. At such 
propagation speeds, one sample of a standard 44.1 KHz stream (44100 cycles/second)  
accounts for 0.8cm of distance [4, 13]. In other words a signal will travel only 0.8 
centimeters in the duration of the smallest time grain. Technically it is possible to 
work with sound even at 384 KHz, which can give much finer accuracy.  

As discussed previously, by using trilateration it is possible to calculate one’s 
position based on the distance to several other (control) points with known positions 
[14, 15]. To find one’s position in 2 dimensions the number of required known points 
is 3; for position in 3 dimensions the number of known points is 4. Given that the 
speed of sound propagation is constant under the same temperature and humidity 
conditions, the time it takes a signal to travel between the phone to each known 
microphone control point can be directly converted into distance between the phone 
and microphones. This is the TOA (Time of Arrival) approach.  In general, the main 
problem with this approach is that both the time the signal was sent and the time it 
was received are required in order to get the time of flight.  

In our scenario of quickly and accurately locating a mobile phone indoors, TOA 
requires that times from two separate systems with two separate clocks will have to be 
synchronised - a major source of error. As such it is desirable to compare only the 
time of arrival at each of the microphones and ignore completely the time the signal 
was originally sent from the phone, making Lok8 a TDOA (Time Difference of 
Arrival) approach. The problem is illustrated in Figure 2 and the detailed solution 
follows. 

Problem 

• Mobile phone (P) has unknown position (XP,YP). 
• 4 microphones (M1, M2, M3, M4) have known positions (XM1,YM1), (XM2,YM2), 

(XM3,YM3), (XM4,YM4) 
• 4 distances (d1, d2, d3, d4) from P to M1, M2, M3, M4 are unknown but the 

differences between them (m2, m3, m4) are measured ultrasonically; these are the 
observations. 

• Find coordinates of P=(XP,YP) by solving a system of equations (mathematical 
model) that relates the m = 3 observations (m2, m3, m4) to the n = 2 unknown 
parameters (XP,YP). 
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M2 M3

M1 M4

P

(XM3,YM3) (XM2,YM2) 

(XM1,YM1) (XM4,YM4) 

(XP,YP)

d2=d1+m2 
d3=d1+m3

d4=d1+m4 
d1 

Solution 

Although the coordinates of P could be found using readings from only 3 
microphones (2 observations), 4 or more readings can be effectively used in the 
method of Least Squares to determine the Most Probable Value (MPV) for the 
coordinates of P, plus a Standard Deviation for the MPV. 

 

Fig. 2. Time Difference of Arrival. Control points M1, M2, M3 and M4 are known microphone 
positions.  Point P is the unknown mobile phone’s position, coordinates of which we are trying 
to find. Lines d1, d2, d3 and d4 are unknown distances between the phone and each 
microphone. However, what are known are the differences between the three measurements: 
m2, m3 and m4. 

Least Squares Method for TDOA Trilateration 

From Pythagoras we derive the following mathematical model to describe the 
ultrasonic relationships between phone P and microphones M1, M2, M3, M4: 
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However, we can re-write 2d , 3d , 4d  in terms of 1d :  

212 mdd +=  

313 mdd +=  

414 mdd +=  

And then substitute above 1d  expressions back into the mathematical model: 
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Then replace 1d  in 2m , 3m , 4m equations above with equivalent 1d  expression from 

mathematical model to give: 
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Re-write above three mathematical model equations as observation equations by 
adding a residual vm to each measurement: 
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Because number of measurements (m = 3) is greater than number of unknowns   
(n = 2), use Least Squares to determine the MPV of the unknowns (XP,YP).  Since the 
observation equations are non-linear in the unknowns (XP,YP), a first-order Taylor 
Series is needed to approximate a set of linear observation equations before taking 
partial derivatives. 

Considering function F above (describing ultrasonic relationship between M2 and P): 
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This non-linear function can be written as: 
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The above function is linearized using a first-order Taylor Series approximation: 

 

P

oP
P

oP
PoPoPP dY

Y

F
dX

X

F
YXFYXF ⎟⎟

⎠

⎞
⎜⎜
⎝

⎛
∂
∂+⎟⎟

⎠

⎞
⎜⎜
⎝

⎛
∂
∂+= ),(),(  

Where  

• PoX and PoY are initial estimates of SmartPhone position in the environment 

calculated by taking average of all known microphone positions.  
• ),( PoPo YXF is the non-linear function evaluated with these estimates. 
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and then take partial derivative with respect to XP: 

 

( ) ( )

( ) ( )1
2

1
2

1
2

1

2
2

1
2

2
2

2

2)()(
2

1

2)()(
2

1

MPMPMP

MPMPMP
P

XXYYXX

XXYYXX
X

F

−•−+−−

−•−+−=
∂
∂

−

−

 

       
2

1
2

1

1

2
2

2
2

2

)()(

)(

)()(

)(

MPMP

MP

MPMP

MP

YYXX

XX

YYXX

XX

−+−

−−
−+−

−=  

 

       
1

1

21

2 )()(

d

XX

md

XX MPMP −−
+
−=

 
 

 
 

 



 Asynchronous Ultrasonic Trilateration for Indoor Positioning of Mobile Phones 41 

and then with respect to YP: 
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Where d1 is always (re)evaluated using Pythagoras at current estimates for (XP,YP). 
Therefore: 
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So the linearized observation equation for 2m , describing the ultrasonic relationship 

between microphone M2 and phone P becomes: 
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Likewise for function G (between M3 and P): 
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and function H (between M4 and P): 
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When using Matrix Methods for Least Squares, the observation equations are 
represented in matrix form as: 

111 VLXA mmnnm +=  
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Where in our case: 

• m = 3, n = 2  
• nm A  contains the coefficients of the unknowns ),( PP YX  

• 1Xn contains the corrections to be applied to the initial estimates for the 

unknowns ),( PP dYdX  

• 1Lm   contains the measurements ),,( 432 mmm  

• 1Vm   contains the residuals (one for each measurement). 

Solving for X gives the solution: 
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Matrix X contains the corrections to be applied to the original estimates for ),( PP YX .  

These new ),( PP YX coordinates are then used to recalculate updated distances 

for ),,,(
000 4321 mmmd . The process is repeated until coordinates of ),( PP YX don’t 

change significantly (e.g. in the 3rd decimal place for mm precision). 
After a solution has been reached, the residuals V for each measurement and 

Standard Deviation of unit weight oσ  for the overall least squares adjustment can be 

calculated with: 

LAXV −=  and 
( )

r

VV T

o ±=σ  

Where degrees of freedom  r = m–n  and the Standard Deviation of each adjusted 
unknown is then given by: 

( )XiXioXi Qσσ ±=  

In our case 
1Xσ  is the Standard Deviation for PX , and 

2Xσ  is the Standard 

Deviation for PY . These standard deviations imply that there is a 68% probability that 

the adjusted values for PX  and PY  are within σ±  of this amount.   
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( ) 1−
AAT  is called the variance-covariance matrix or ( )XXQ  matrix and ( )XiXiQ  is 

the variance of unknown i, or the element in the ith row and ith column of the ( ) 1−
AAT  

matrix.   

Practical Example 

To test the accuracy of our TDOA Trilateration method, we used it to calculate the 
position of several random SmartPhone locations and compare the results to their 
actual positions in Figure 3. We used four control points (microphones) arranged in 
the corners of a rectangular room to locate the phone’s position at 6 different 
locations within the room. 

 

 

Fig. 3. TDOA Trilateration experiment with four microphones and six different smartphone 
positions. Control points M1, M2, M3 and M4 are microphones. Points P1, P2, P3, P4, P5 and 
P6 are actual SmartPhone locations. Each square of the grid represents 1 unit in length. 

Regarding input data for testing the Lok8 trilateration algorithm, the locations of 
M1(0,0), M2(0,20), M3(30,20), M4(30,0) were used and the initial distances between 
the mics and the various phone positions were measured manually.  Although we 
could have used Pythagoras in Figure 3 to calculate exactly the measurements 
representing the ultrasonic distances between the microphones and various phone 
positions, we wanted to introduce some error in the measurements so chose instead to 
simply use a ruler to measure these distances on paper to one decimal point precision. 
After that we subtracted the shortest measured distance for any given phone position 
from each of the remaining three mic distances. The resulting 3 distance differences 

d3 

d3 

d3 

d3 

m1 m4 

m2 
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were then used as “ultrasonic” input to the asynchronous trilateration procedure in 
addition to the known microphone locations. 

For example, for phone position P1 the measured distance to M1 was 20.2, to M2 
19.2, M3 15.8, and M4 17.0. The shortest distance is to M3, therefore it is subtracted 
from the other 3 distances to leave; m1= 4.4, m2= 3.4, m4= 1.2. These values simulate 
time measurements translated to distance for the ultrasonic signal to reach these 3 
mics after first triggering the server clock at M3.  The input data is summarised in 
Table 2 and the trilateration results for the phone’s position relative to the 4 
microphones are compiled in Table 3.  Notice that if we assumed metres for units in 
this example, the standard deviations for the phone positions are of sub-metre 
accuracy. 

Table 2. Sample TDOA Trilateration input. Second and third columns contain coordinates of a 
microphone and fourth column contains differences between distance to mic and closest mic. In 
this example microphone M3 is closest to phone position P1 so its corresponding distance 
difference equals zero. 

Mic X Y Distance Difference (mi) 
M1 0 0 4.4 
M2 0 20 3.4 
M3 30 20 0 
M4 30 0 1.2 

Table 3. Comparison of TDOA output and expected results. Second column contains X and Y 
coordinates of a given phone position, third column contains coordinates of the phone as 
calculated by our TDOA trilateration procedure. Fourth and fifth columns contain the Standard 
Deviations ( )YX σσ ,  for each trilaterated phone positon and number of iterations to get there.  

Phone 
Point 

Actual 
Location  

TDOA  
Trilateration  

Standard 
Deviation  

Number of 
Iterations 

P1 17 , 11 16.987, 10.986 0.0002, 0.0003 3 
P2 8 , 13 7.978, 12.966 0.0158, 0.019 3 
P3 3 , 10 2.96, 10.0 0 , 0 4 
P4 20 , 3 20.002, 2.996 0.011, 0.0195 3 
P5 15 , 20 15.0, 20.0 0 , 0 4 
P6 26 , 18 25.999, 18.031 0.0144, 0.0214 4 

4 Conclusions and Future Work 

In this paper we demonstrated an asynchronous trilateration method that can be 
reliably used to accurately locate an ultrasonic signal source without knowing the 
time the signal was sent. This eliminates the need to synchronize clocks between 
signal source and receivers.  
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An advantage of using a Least Squares approach for trilateration is its ability to 
tolerate errors in measurements; with more measurements provided, less is the impact 
from a single erroneous measurement. Also, due to the iterative nature of this 
approach allowing for a large pull-in range, initial approximations for a phone’s 
position in a room can be simply taken as the average of all microphone (control 
point) positions.  While the algorithm can work with only three receivers (mics), at 
least four or more are recommended for scenarios where measurements are likely to 
be contaminated with signal noise caused by multipath propagation. 

For future work we plan to implement our TDOA Trilateration method in a real-
time indoor positioning system on COTS SmartPhones and interconnected mics.  We 
will then evaluate how well Lok8 manages with unavoidable measurement errors due 
to background noise, obstructions, and uncertainty due to the presence of multiple 
ultrasonic source devices.  
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Abstract. Coordinate Reference Systems (CRSs) are at the heart of geo
services. A large number of very different CRSs is in active use world-
wide. EPSG maintains a well-known inventory of geodetic CRSs upon
which most service implementations and also the standards of the Open
Geospatial Consortium rely. For recent data and services, however, this
set turns out insufficient - time series, climate and ocean data, etc. re-
quire time axes and non-spatio-temporal axes in addition. Further, when
retrieving slices from geo data cubes, new, unforeseen CRSs need to be
constructed on the fly, such as lat/t or lon/z CRSs.

To achieve a uniform handling of all CRSs we propose a URL-based
identification scheme. This scheme naturally extends OGC’s EPSG iden-
tification URLs with parametrized CRSs and ad-hoc CRS and axis com-
bination. Our approach currently is under discussion within OGC for
adoption as a standard. We have implemented a CRS resolver based on
this concept which accepts identification URLs and returns correspond-
ing GML definitions. The resolver is available publicly to study and
demonstrate feasibility of URL-based CRS naming schemes.

In this paper we summarize the concept and implementation of the
resolver as a service following the described name type specification.

Keywords: Coordinate Reference Systems, CRS identifiers, OGC.

1 Introduction

Geo services make heavy use of Coordinate Reference Systems (CRSs) to define
the semantics of coordinates relating object locations in space and time to some
reference position. A vast amount of different CRSs is in active use today, each
of which fits best a particular requirement. Most common are

– Predefined CRSs, such as WGS84;
– Families of predefined CRSs, such as the EPSG set;
– Compound CRSs, such as the result of combining a geodetic 2-D coordi-

nate reference system like WGS84 with a vertical 1-D CRS like elevation or
bathymetry;
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– Parameterized CRSs, such as the AUTO CRS family defined in the OGC
Web Map Service (WMS) standard [16]; these CRSs represent templates
which require, e.g., instantiation with a particular point of origin. Each such
CRS thereby describes an infinite number of concrete CRSs.

The Open Geospatial Consortium (OGC) geo service standardization body and
ISO have established an unambiguous description for CRSs [6] as part of the
Geography Markup language (GML) [4]. While these can be used to describe
a wide range - though not all - CRSs required, geo applications typically prefer
dealing with CRS identifiers, such as those provided by EPSG [13]. OGC has
standardized URL identifiers for these well-known CRSs, thereby supporting
interoperability across agents handling georeferenced data. However, the new,
complex nature of coverages [5] general as space/time varying phenomena ne-
cessitates reconsideration and extension of CRS concepts.

While GML provides a solid basis for CRS description, it is not always ade-
quate for objects with more than two dimensions. Among others, time is handled
separately from space, thereby complicating handling, and non-spatio-temporal
axes are missing. Other shortcomings do not relate so much to GML, but rather
to the CRS sets available. For example, unorthodox axis combinations like lat/t
and lon/z are not available; array indexes (misleadingly called ”Image CRS”)
are not convincingly integrated; definition of domain-specific axes like pressure
(heavily used in climate modeling as a replacement for height) is not possible.

Hence, while establishing the OGC Web Coverage Service (WCS) 2.0 suite
of standards which distinctly generalize coverages beyond the traditional 2-D
horizontal lat/long imagery to data and service standards for the full spectrum
of coverage data structures as defined by the abstract ISO 19123 [8] and the
concrete, 19123-based GML Application Schema for Coverages [5], abbreviated
GMLCOV. The need arose while defining CRS handling in the WCS standard
to establish a more general scheme for identifying CRSs.

A simple, expressive, and HTTP compatible mechanism is required, allow-
ing Web services to create, identify, and understand CRSs and their definitions.
We address this with a Name Type Specification (NTS) which allows to identify
predefined, combined, and parametrized CRS definitions via URLs. We have im-
plemented these concepts in a Semantic Coordinate Reference System Resolver
(SECORE), representing a registry service able to resolve conforming URLs to
CRS definitions expressed in GML. Concepts and service are currently under
discussion within OGC for general adoption, starting with a trial phase of our
implementation in spring 2012.

The remainder of this paper is structured as follows. First, we inspect the state
of the art. In Sections 2 and 3 we introduce the core concepts of CRS Name Types.
The resolver service concept is presented in Section 4, while we outline its publicly
available implementation in Section 5. Section 6 concludes the paper.

1.1 Related Work

SECORE is based on (but not limited to) the EPSG Geodetic Parameter
Dataset [12], a repository of parameters required to define Coordinate Reference
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Systems, along with transformations and conversions (coordinate operations)
that allow coordinates from one CRS to be translated to another. The EPSG
Geodetic Parameter Registry [13] is an ebXML repository also operating on the
EPSG Dataset in GML [9], but implemented according to ebRIM 3.0 [3]. For
example, the following request will return the WGS84 definition:

http://epsg-registry.org/indicio/query?request=getRepositoryItem&

id=urn:ogc:def:crs:EPSG::4610

The EPSG Registry differs from SECORE in that it’s simply a repository for
the EPSG Dataset. It allows to retrieve entities from the dataset, but the URLs
used do not identify the resolved resources.

Further, as part of work to unify Web service handling, OGC is preferring
URLs over URNs, which leads to a syntactic (although not semantic) change of
identifiers. In such a URL representation, the above CRS name appears as

http://www.opengis.net/def/EPSG/0/4610

and is accompanied, for example, by the time CRS as defined by ISO:

http://www.opengis.net/def/ISO/0/8601

2 Basic Concepts

A coordinate is a sequence of n values describing an n-dimensional position.
When expressing the location of some object in space and time through coordi-
nates, these coordinates need to have an unambiguous reference, usually given by
a CRS. CRSs consist of a coordinate system (an abstract mathematical concept
defined by a sequence of axes with specified units of measure) which is related to
a specific reference object (Earth, ship, etc.) through a datum. Typically, how-
ever, it is inconvenient for both producers and consumers of such information to
communicate the complete definition of the CRS used; rather, a unique identi-
fier is preferred – even more as the vast majority of applications rely on some
commonly accepted standard CRSs.

The OGC Web Service (OWS) Common standard [14] specifies that an OWS
shall always reference a CRS by using an XML attribute or element of type
anyURI. Such an anyURI value can be used to reference a CRS whether the
definition of that CRS is or is not included in the same document transferred,
can or can not be electronically accessed.

The name type specification defines the syntax of such anyURI items. In its
basic form, a URL uniquely identifies a CRS. Through a parametrization mech-
anism, the mere identification is extended beyond single CRS identifiers to also
express ad-hoc combination of CRS components. OGC specifications may allow
parametrized URLs in some places, and sometimes require unique CRS URLs.
A typical situation occurs with the OGC Web Coverage Service (WCS) [15]. Its
CRS Extension supports not completely specified CRS URLs to be computed,
thereby enabling a compact presentation of all coordinate reference systems
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supported by a particular service. When accessing a coverage (e.g., by subsetting
it) a unique CRS URL is passed to the server to concretely specify the coordinate
transformation to be applied.

2.1 General Identifier Syntax

A CRS Identifier is a URL which has the common URL format:

"http:" hierarchical-part [ "?" query ] [ "#" fragment ]

In RESTful terminology, the resolver accepts a URL and returns a GML docu-
ment as the representation of the resource, the CRS definition addressed. Some
examples may illustrate these concepts.

1. A coverage document (such as a climate data set or a satellite image) may
contain a local CRS definition referred to by its srsName attribute:

srsName="#my local CRS"

2. Company ACME may offer CRS definitions (i.e., employ a CRS Identifier
resolver) understanding CRS URLs like:

http://www.acme.com/def/this-is-EPSG-4326

3. The following URL resolves to a predefined CRS, namely N2000 height:

http://www.opengis.net/def/crs/EPSG/0/3900

Generally, not all possible parameter values will identify some existing (or mean-
ingful) CRS. The authoritative decision about validity of OGC CRS URLs is with
the OGC CRS Name Resolver with service endpoint www.opengis.net/def.

Query format. In the query format variant, a CRS Identifier shall be con-
structed as an HTTP GET query, following this syntax:

"http:" hierarchical-part "?" par1 "=" val1 "&" par2 "=" val2 "&" ...

where par1, par2 etc. represent parameter names and val1, val2, etc. the values
passed for the corresponding parameter.

For the CRS identifiers, the authority, version and code are required, and
there can’t be duplicates.

Path Format. In the special case that the CRS identifier consists of an au-
thority, a version and a code, the path variant, i.e., a RESTful syntax, can be
used alternatively to the query syntax. A URL in path format shall adhere to
the syntax variant:

"http:" hierarchical-part "/" authority "/" version "/" code

where the placeholders authority, version, and code denote admissible val-
ues for the corresponding lower-case variable parts defined above. This syntax
establishes backward compatibility to pre-existing OGC CRS definitions.
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Table 1. Identifier parameters

Name Definition Data type

authority the OGC-specified abbreviation for the authority organization
that specified the referenced definition. As such, it identifies
an authority recognized by the OGC, for example “EPSG” or
“ISO”

NCName

version the version of the authority or code for the referenced defini-
tion. When the referenced definition does not have a version
use the string “0” (without quotes).

String

code unique identifier of the referenced CRS definition, as specified
by the referenced authority, for example “4326” is the EPSG
code for WGS84.

NCName

3 Identifier Types

3.1 Predefined Definitions

Referencing predefined CRSs is the simplest case for handling – a CRS identifier
identifies a CRS definition as it is stored on the server. Such an identifier consists
of three components: the authority that maintains the CRS, the version and
the CRS code. Consider for example the identifier for the WGS84 coordinate
reference system:

http://www.opengis.net/def/crs/EPSG/0/4326

The same identifier can be represented in a key-value pair (KVP) query format
which allows for more flexibility:

http://www.opengis.net/def/crs?authority=EPSG&version=0&code=4326

Besides CRS definitions, further entities like datums, meridians, elipsoids, oper-
ations, etc. are also referenceable. An example identifier for the Greenwich prime
meridian:

http://www.opengis.net/def/meridian/EPSG/0/8901

3.2 Parameterized CRSs

In WMS 1.3 [16] a special class of “automatic” coordinate reference systems
that include a user-selected centre of projection was defined. Here we extend
this concept to generic parameterized CRSs, where it is possible to instantiate
an abstract, or template CRS definition to a concrete and unique CRS based on
user-supplied parameter values, and optionally parameters derived from these
via some mathematical formula.

We propose a simple XML syntax for defining parameterized CRSs, and
exemplify it by looking at the auto universal transverse mercator layer CRS
(AUTO2:42001).
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<ParameterizedCRS>

<parameters>

<parameter name="lon"/>

<parameter name="lat">

<value>0.0</value>

</parameter>

<parameter name="zone">

<value>min( floor( (${lon} + 180.0) / 6.0 ) + 1, 60 )</value>

</parameter>

<parameter name="central_meridian">

<value>-183.0 + ${zone} * 6.0</value>

<target>//greenwichLongitude</target>

</parameter>

<parameter name="false_northing">

<value>(${lat} >= 0.0) ? 0.0 : 10000000.0</value>

<target>//falseNorthing</target>

</parameter>

</parameters>

<identifier>http://www.opengis.net/def/crs/AUTO/1.3/42001</identifier>

<targetCRS xlink:href="http://www.opengis.net/def/crs/EPSG/0/4326"/>

</ParameterizedCRS>

As can be noticed, the definition of ParameterizedCRS is very similar to the
other GML CRS types, like GeodeticCRS, ProjectedCRS, etc. The main differ-
ence is that it references the particular CRS it parameterizes (via targetCRS),
instead of referencing a coordinate system.

The main part of a parameterized CRS definition is the parameters list. At
instantiation time, the parameter values for which targets have been speci-
fied will be substituted in the respective target elements1. A parameter value is
allowed to reference values of other parameters by enclosing the corresponding
parameter names in an ${...}. Dereferencing a parameter value means recur-
sively substituting all parameter references with the actual referenced values, so
that in the end the value contains no references.

The parameter values themselves have to be either provided by the user via
the CRS identifier, or specified in the parameterized CRS definition. A parameter
value is valid if it

– can be successfully dereferenced;
– is a valid Java Script expression [10] when dereferenced;
– does not participate in a circular reference, e.g. Φ referencing Ψ , and vice

versa, Ψ referencing Φ.

A CRS identifier for parameterized CRSs is an extension of the identifiers for
predefined CRS. In addition to the authority, version and code, parameter val-
ues can be specified for the corresponding parameter names. For example, the
following URL instantiates the above CRS with a value of -100 for longitude:

http://www.opengis.net/def/crs/AUTO/0/42001?lon=-100

1 Selected via XPath expressions.
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Since we have omitted the value for lat, the default of 0.0 will be used in this
case. The zone parameter will be then evaluated to 14 based on the given lon

value, then central meridian to -99.0 and false northing to 0.0.

3.3 Composing CRSs

Traditionally coordinate reference systems are either horizontal (2D) or vertical
(1D). A 3D or higher dimensional point is usually described by combining hor-
izontal coordinates from one coordinate reference system with height or depth
coordinates from another for example. Such a point composed of coordinates
from different coordinate reference systems is referenced to a new compound
CRS, which is composed of the respective, non-repeating, single (not compound)
component CRSs [6]. The coordinate order in the compound CRS follows the
order of the coordinates in the component coordinate reference systems.

In the context of these compound CRSs we have a special type of a combined
CRS URL in which the parameter value provided itself is a CRS URL. A com-
bined CRS URL is a CRS identifier with authority OGC and code crs-compound,
together with further parameters describing a combination of complete CRSs
into a new compound CRS.

For example, there is no pre-existing coordinate reference system for referenc-
ing 4D latitude/longitude/height/time data, so we get a compound CRS on the
fly with the following identifier:

http://www.opengis.net/def/crs-combine?

1=http://www.opengis.net/def/crs/EPSG/0/4326&

2=http://www.opengis.net/def/crs/EPSG/0/4440&

3=http://www.opengis.net/def/crs/ISO/2004/8601

Here we combine the geodetic WGS84 CRS, with the NZVD2009 vertical CRS
and the ISO 8601 temporal CRS. The parameter order determines the CRS order
in the resulting compound CRS.

In another case we may want to obtain pressure/time slices from a 4D lat-
itude/longitude/time/pressure atmospheric data cube, which requires a pres-
sure/time CRS. There is no such predefined CRS, so we again find combining of
single coordinate reference systems necessary.

3.4 Axes

Coordinate system axes can be spatial (example: latitude, elevation), temporal,
or none of both (example: pressure). While these concepts are uniquely defined,
they frequently have several synonyms, for example, elevation is synonymous to
altitude, height, and z. Likewise, CRS Axis URLs uniquely define axes for use in
CRS definitions, but allow synonyms. Therefore, while axes URLs can contain
identifiers in KVP and REST formats like

http://www.opengis.net/def/axis-name/EPSG/0/9906

http://www.opengis.net/def/axis-name?authority=EPSG&version=0&code=9906
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they can also be referenced by name:

http://www.opengis.net/def/axis/Easting

Table 2 lists axis names which shall be synonymous. Each element in a row
shall be substitutable by any other element in the same row. For example, the
geodetic latitude axis can be identified by http://www.opengis.net/def/axis/y

or, synonymously, by http://www.opengis.net/def/axis/Geodetic%20latitude.
While non-spatiotemporal axes like pressure or language translations will re-

main individual, synonyms in Table 2 are expected to get standardized.

Table 2. Axis synonyms

Axis synonyms Default

Y, y, Longitude, longitude, Lon, lon, Long, long Geodetic longitude

X, x, latitude, Latitude, Lat, lat Geodetic latitude

Z, z, Height, height, Elevation, elevation, Altitude, altitude Gravity-related height

Depth, depth Gravity-related depth

T, t, Time, time Temporal

4 Implementation

SECORE is a classical three-tier system (Fig. 1). This architecture makes the
system flexible, as any tier can be developed, tested, and modified/replaced
independently from the other tiers.

Fig. 1. SECORE architecture

The front-end accepts
requests in GET-KVP and
RESTful syntax, decodes
and parses them, and then
forwards them to the appli-
cation logic residing in the
middle layer if they are syn-
tactically well formed, or
returns an error otherwise.

The middle tier con-
tains the application logic
that does the core work,
constructing the response
given a parsed request.

Our service returnsXML
results in GML format, so
all data is stored in an XML database (BaseX [1]). The database is mostly
static (all data loaded once at startup), so our usage will focus on querying. For
querying we use the XQuery API for Java (XQJ), which to XML databases is
same as the JDBC API is to relational database. By using a standard interface
we are not committing to any particular XML database, as most have support
for the XQJ API.
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Apart from the above, our resolver provides a hierarchical browser interface,
which allows to browse through the predefined definitions and to perform real-
time changes to the loaded data. This also permits to modify the axis syn-
onyms accordingly. For a more extended usage it supports the direct execution
of XQuery statements on the database.

5 Demonstrator

The web service conforming to the above specifications supports requests fol-
lowing both the compact RESTful syntax and the more intuitive KVP syntax.
The format of the requests can be generally changed without the result being
affected. A demonstration of the service that can be readily tested is available
on EarthLook [2], an interactive online demonstration of open geo services.

For the following we anticipate the URL domain www.opengis.net, although
this is not mandatory; the EarthLook sample service is available at kahlua.eecs.
jacobs-university.de:8080.

KVP Syntax. The KVP syntax allows for more flexibility in the request, such
as shuffling parameters. Both URLs below are equivalent:

http://www.opengis.net/def/crs?authority=EPSG&version=0&code=4327

http://www.opengis.net/def/crs?version=0&code=4327&authority=EPSG

RESTful Syntax. While being more compact, the RESTful syntax is very re-
strictive in terms of parameters. Therefore, the identifier can be queried only in the
predefined order described in 2.1: http://www.opengis.net/def/crs/EPSG/0/4327

Axis Synonyms. In case of axis names, the resolver returns the same definition
for the synonyms from Table 2.

Response. The resolver response is an XML file consisting of the CRS definition
identified by the request URL, or an exception in case the request was badly
formed or it did not resolve to any definition.

6 Conclusion

The proposed standard for specifying CRS resources via URLs facilitates the
identification and exchange of CRS definitions. The adaptive, RESTful URL
syntax smoothly embeds itself into existing service standards and CRS identifi-
cation mechanisms. The implementation of the resolver web service is available
as a fully usable software component to be released in open source. Moreover,
being composed of lightweight components that are grouped together in loosely
connected layers and employing current web standards and technologies, the re-
solver is flexible in terms of possible changes and improvements, both to the
standard and to the underlying components.
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Currently, the resolver is being established as a beta service by OGC with
the goal of making it the official reference resolver for OGC CRS standards, to
be used by all services which make use of CRSs. That said, the freely available
resolver code allows any entity to set up its private CRS resolution realm for use
as either addition to or replacement of the OGC service.

Next steps include specifying URL identifiers for deriving a projected CRS
definition from a specific geographic CRS via coordinate conversion; extending
concepts to include combined references for concatenated operations; extending
the list of synonyms for axes.
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Abstract. Studies have proved that 80% of data has a spatial reference [1] and 
it would be reasonable to assume that the temporal reference has a similar re-
levance. Spatio-temporal data visualization assumes an important role in the da-
ta presentation to users. Offering a synchronized view on three dimensions of 
data (i. e. descriptive, temporal and spatial) helps users in their knowledge dis-
covery process. In some fields, like Cultural Heritage, time assumes an impor-
tant role to explore data. The same timeline could be view in different thematic 
context, temporal domain could be stratified and the time reference could be 
qualitative and imprecise. Managing this kind of features improves the ability 
of the users to recognize pattern in data. In this paper  is presented a spatio-
temporal data visualization application that shows a new method to explore hie-
rarchical and stratified temporal domains with imprecise temporal reference. 
The application interface offers a high level of personalization. Users can 
choose between different type of views and visual metaphors to compare ob-
jects on geobrowser activating or disabling layers of their interest. Interface is 
open and extendible to new kinds of visualization.  

Keywords: Spatio-Temporal Visualization, Spatio-Temporal Exploration, Cul-
tural Heritage, Temporal Exploration. 

1 Introduction 

Several different forms of spatio-temporal data types are available in real world and 
the current state of art offers many ways to classify them (e.g. see[2], [3], [4]). For 
each spatio-temporal dataset several visualization metaphors have been proposed [5] 
in order to improve users knowledge discovering process. Many of the currently 
available spatio-temporal visualization systems focus on the spatial and descriptive 
representation of the spatio-temporal phenomena, limiting the representation of the 
temporal dimension to a numeric value or to a one-dimensional time-bar (timeline). 

In some fields, like Cultural Heritage, the temporal domain can assume a complex 
structure. Experts in this field would partition  the temporal domain in different man-
ners depending on the context (i.e. “History of Campi Flegrei” or “History of Litera-
ture”). Each context might have different granularity levels (for example “History of 
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Naples” could have levels: “Epoch” “Ages”,  “Empire”, “Battle”, “Important 
Events”). The elements of this timeline might not have a precise quantitative temporal 
dating and can eventually limit themselves to topological relation with other events in 
the same context. Mapping this complex temporal structure into numeric values or to 
a one-dimensional time-bar representation would cause a loss of information and 
could compromise the data exploration process. There is a need of an adequate tem-
poral visualization, integrated and synchronized with spatial and descriptive ones. 

In this paper we present a new interaction metaphor to visualize spatio-temporal 
data with a hierarchical and stratified temporal domain. The interaction interface al-
lows to independently interact with the three dimension of data (spatial, temporal and 
descriptive) [6]. A web application based on the proposed interaction metaphor is 
presented. The application interface offers spatiotemporal visualization with a high 
level of personalization. It incorporates and synchronizes spatial, temporal, and de-
scriptive views in an integrated and extensible way. Users can choose between differ-
ent types of views and visual metaphors to see and compare objects into the  
geobrowser, activating or disabling information layers they are interested in. By inte-
racting with a map, users can perform spatial queries to obtain information about the 
referencing objects and their content. Users can visualize the complex temporal struc-
ture in an intuitive way and they can perform complex temporal queries by clicking 
on the temporal component. The web application relies on a flexible three tiers archi-
tecture that shows low coupling about tiers and uses standard exchange data formats 
like WFS, KML, GML, in order to guarantee the independence from storage and vi-
sualization tools.   

The rest of the paper is structured as follows: in Section 2 we describe some related 
works on spatio-temporal visualization, Section 3 describes the proposed interaction 
metaphor, in Section 4 we present the spatio-temporal visualization metaphor we 
designed running on a sample case study. Finally we will present some conclusions 
and future works. 

2 Related Work 

Adequate spatio-temporal data visualization techniques improve human’s mental 
analysis capabilities allowing users to “see” knowledge inside data [7].  

In a spatio-temporal analysis, users interact with information in a different manner, 
discovering, analyzing and exploring information into a unique interoperable envi-
ronment ([8], [9]). To allow this kind of knowledge acquisition, user needs tools to 
support data exploration to validate and/or reformulate hypothesis. These tools are 
fundamental for the analysis and exploration of data in the assisted process using 
adequate spatio-temporal visualization techniques, providing a high level of interac-
tivity, a fundamental feature for the analysis and exploration of data [10]. 

In [5] authors provide a classification of existing visualization techniques for ex-
ploratory analysis of spatio-temporal data. They extend the Pequet’s classification 
scheme of data components users are interested in (Where, When, What) [6] using the 
notion of reading levels individually applied to spatial, temporal and spatio-temporal 
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data [11]. This approach generates four categories of spatio-temporal queries, and for 
each of them the authors provide with the best visualization technique, like Map itera-
tion, Map animation, time windowing and so on. 

In [12] the authors illustrate a tool based on ArcGis to investigate Historic site 
changes. In their interface animation maps, time-life bar and 3D model view of the 
History site are used. Users can navigate only by time, stopping, forwarding or re-
warding the animation map. The maps, the time life bar and the 3D model are not 
interactive. 

Stefanakis in [13] presents a prototype educational framework for modeling, ana-
lyzing and visualizing the Ancient Greek Mythology. He deals with events without 
any absolute time reference, but are related each other by topological relations. He 
proposes a web interface that shows Myths on a map. In this interface temporal navi-
gation is missing, furthermore granularity of space and time is missing in the model. 

With regard to the temporal dimension, managing quantitative and qualitative tem-
poral reference is a well-known problem in the temporal database literature ([14], 
[15]) and in Cultural Heritage field [16]. Theoretical works on temporal domains [17] 
introduce the concept of temporal granularity, with the aim to study the expressive-
ness power and the decidability properties of navigational operators on stratified tem-
poral domains. Nowadays available temporal data visualization techniques  know in 
the literature do not take fully into account the above temporal domain feature. 

3 An Interaction Metaphor 

Many of the existing spatio-temporal visualization systems often focus on one of the 
peculiarity of temporal domain (e.g. linear time versus cyclic time), or process the 
temporal feature as a numeric one, without taking into account the full complexity of 
the temporal domain.  

As happen for the space, users might partition the domain in thematic contexts, and 
for each context they would define different levels of granularity. This organization 
has to be efficiently visualized in order to make evident the difference between tem-
poral thematic context and the recognition of both granularity levels and temporal 
relationships [18] among temporal events. The temporal visualization, integrated  
and synchronized with spatial and descriptive ones, enhances the spatio-temporal 
exploration.    

In the following subsections we will describe the designed temporal interface that 
exposes the proposed temporal visual metaphor based on the hierarchical and strati-
fied temporal model. 

3.1 Spatio-Temporal Visualization Interface 

The Spatio-Temporal Visualization Interface design was inspired by two basic 
concepts: 
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1. The triad model [6]. The object can be seen under three dimension: spatial, tem-
poral and descriptive. The underlying model and the visualization metaphor reflect 
the threefold nature of data. 

2. Shneiderman’s visual information seeking mantra [19], that is an (iterative) three 
step approach: overview first, zoom and/or filter, and details on demands. The pro-
posed interface offers an overview of the data in a spatial domain and gives the  
opportunity to users to filter them by temporal queries using the timeline, or by ap-
plying filter on the descriptive dimension. Requested details of a selected object 
are showed in a separate panel.  

The developed user interface is composed of four basic components, integrated in a 
web page (Fig. 1):  

• Geobrowser:  it is responsible of rendering data on a map, allowing users to ex-
plore the spatial dimension. Users can navigate through the map by selecting areas 
of interest and activating the (spatial) thematic layers existing into the dataset. 

• Timebar: it is the distinctive element of the proposed interface, allowing users to 
interact with the temporal dimension implementing the visual metaphor described 
in section 3.3 

• Active Filters Panel: it helps users to focus on the descriptive dimension by select-
ing the information layer to be visualized on the map. They can choose and perso-
nalize the type of visualization, by activating and disabling layers, allowing for an 
easily data crossing. 

• Spatial Query Panel: it is responsible of interacting with the geobrowser in order to 
allow users to perform spatial queries (i.e. visualizing objects nearest to a point in a 
circle area defined by a chosen radius) or by drawing the interested area on the map. 

This interface allows users to navigate among the three dimensions: spatial, temporal 
and descriptive. The components are fully synchronized, they use standard protocols 
and data format to communicate. 

 

Fig. 1. A Mock-up of the User Interface 
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3.2 Temporal Model 

It can happen that some kind of data do not always present precise purely quantitative 
time reference (see for example the case study on Cultural Heritage). Events could be 
qualitatively referenced to others by ordering relations (before, after etc.) or an Event 
may hinge on others. Frequently, events have a duration (period). Moreover experts 
would make different partitions on time based on a context of interest and a notion of 
temporal granularity.  

The temporal model presented in this paper merges the qualitative and quantitative 
aspect of time references using the de facto standard model [16] with the granularity 
concepts studied in theoretical works [17], adding the possibility to partition the tem-
poral domain in thematic contexts, each of them with its granularity and the possibili-
ty of making quantitative and qualitative temporal references. In the following, the 
formal definition of thematic context and granularity is proposed, and then, the model 
managing quantitative and qualitative reference is presented.  

Thematic Contexts and Time Granularity. The temporal domain can be partitioned 
in thematic context. Let us call Cont={C1, C2, …, Cn} the set of thematic context de-
fined by users. Each context has a finite number of layers, that represents the temporal 
granularity, let us call LayersC={L1, L2, …, Lm} with C ϵ Cont the set of the layers 
defined for the context C. 

Formally time domain is given by the set of pairwise disjoint pairs (TC,L , ≤L), 
where TC,L is a non-empty set of Temporal-Entities in a context C, L is a layer in the 
context C and ≤L is a partial linear order relation on TC,L. The ordering relation holds 
on Temporal-Entities belonging to the same Layer. The definition of time granularity 
is inspired by [17]. For a context C: 

─ L1: contains Temporal-Entities of finer granularity such as atomic Temporal In-
stant and atomic Temporal Interval. 

─ Li with i ≥ 2: contains the remaining not atomic Temporal-Entities. 

In the model of time considered in this work, the temporal entities are Period-Event 
objects. A Period-Event is an event or a time interval in a specific thematic context 
and it is qualified by a given level of granularity. 

Quantitative and Qualitative Temporal Reference.  In the assumed model the 
temporal reference of an object is given by the abstract concept Period-Event.   

If the temporal reference is quantitative, then the Period-Event has a tempor-
al_extension property that refers to an abstract object called Temporal-Entity. A Tem-
poral-Entity could have: 

1. a point temporal extension, called Temporal Instant, indicated by t; 
2. an interval temporal extension, called Temporal Interval. We have two kind of 

Temporal Intervals. The first one is defined by a start temporal reference s and a 
final temporal reference t where s and t are Temporal-Entities (indicated as 
i=[s,t]). The second one models the temporal events that hinge on other events and 
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Fig. 4. Contexts Tab 

The TVC has a selectable tab (Fig. 4) for each thematic temporal context defined 
in the database: by choosing one of them, only the corresponding temporal data are 
retrieved. 

The temporal navigation interface is structured in two panels (described in the 
following subsections): 

1. the General TimeLine Panel: it offers a global temporal overview and allows users 
to select a temporal interval of interest; 

2. the Selected Interval Panel: it gives a detailed view of the temporal interval se-
lected into the General Time Panel. 

General TimeLine Panel. The aim of this panel is to offer the same functionality of 
an Overview Map, i.e. to show the location of the current view respect to a wider and 
more general context. Typically this interaction metaphor is used in bi-dimensional 
spaces, such as maps or images, to give an immediate insight of the rendered portion 
of space, given a wider domain. The General TimeLine Panel has the same goal, in 
the temporal domain, which is mono-dimensional. We choose a representation based 
on a scrollbar-like interaction (Fig. 5), where the whole time span is displayed, and a 
semitransparent selector is used to indicate the temporal frame currently considered. 

 

Fig. 5. The General TimeLine Panel, and the allowed interactions 

This timeline should be the main temporal selector for users, allowing them to ob-
tain a fast temporal navigation. Besides the usual interactions, other than the typical 
ones (moving the scrollbox and clicking the arrow buttons), we have envisioned also 
the possibility to directly resize the scrollbox itself, to change the covered time span. 
This can be achieved by dragging the borders of the scroll box, till the desired size. 

Selected Interval Panel.  The Selected Interval Panel offers a detailed view of the 
temporal area selected by the General TimeLine Panel. This panel has a twofold goal: 
the first one is to display all temporal information available in the database for the 
selected time span, and the second one is to allow users to select only some temporal 
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elements of interest (i.e. period-events, intervals or specific instants), in order to fur-
ther filter the data shown into the geobrowser.  

The panel has a bar for each Layer belonging to the chosen context and shows the 
Period-Events distribution over the selected temporal window. Period-Events are 
differently shaped based on their temporal extension (Fig. 6): 

─ the temporal interval ones are represented by rectangles having a width directly 
proportional to the temporal length;  

─ the temporal instant ones are represented by stylized vertical bars with a flash on 
top. 

 

Fig. 6. Period-Events Representation 

Users can interact with this panel by selecting a Period-Event just clicking on it, or 
by selecting an interval of interest, drawing a box onto the time span of interest  
(Fig. 7). The action of selecting a span causes a complex query on DB: this retrieves 
not only the data that is strictly related to the selected span, but also all the data that 
are related to the span by overlapping and inclusion relationship. 

 

Fig. 7. Temporal Interval Selection 

4 Web Based Prototype 

The here proposed framework has been implemented as a web-based prototype, to 
assess its feasibility. The web application manages literary sources and related spatial 
and temporal aspect. The web architecture and the  developed web prototype will be 
described in the following section as applied to a specific case study in the field of 
Cultural Heritage. 
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three main modules (SpatialModule, TimelineModule and VisualizationManager) and 
make use of OGC-compliant web-services for  spatial operation (SpatialWebService).  

• VisualizationManager. This component is responsible for interpreting and manag-
ing the operations received by the Visualization Tier. It dispatches the spatial and 
temporal request to the respective module and merges the results, completing them 
with the descriptive information produced by the heterogeneous DB queries that 
feeds the upper layer. 

• SpatialModule. This module performs the spatial query requested by the user in-
voking a SpatialWebService through the standard protocol (WFS).  

• TimelineModule. This component implements all the temporal operator defined in 
[18]. It is responsible of performing the temporal query requested and returns the 
results to the VisualizationManager.  

• SpatialWebService. This component implements the OCG compliant web services 
(WFS, WCS, WMS), and it works with standard protocol like HTTP, SOAP etc. 
We adopt Geoserver [21] as our SpatialWebService.  

Visualization Layer (VL). The main goal of this layer is to present spatial, temporal, 
textual and multimedia information merged together and offered to the users, fur-
thermore we aim at  notifying the underlying layers with the query they performed. 
VL uses a Geobrowser and a Timeline visual component in order to allow the spatial 
and temporal exploration and to make them independent. The descriptive data dimen-
sion is represented on the Geobrowser or/and in the descriptive panel (a more detailed 
description of the interface will be presented in the next section). 

This Layer is composed by four components: 

• VisualizationController (VC). It is responsible of handling events on the user inter-
face and of notifying the Logic Tier about the operation the user wants to do. The 
extra-tier communication uses the HTTP/XML protocol, the intra-tier one uses an 
XML data format: as a response the VC receives XML data to refresh its visual 
components.  

• SpatialController. It is able both to render user selected information onto a map 
and to interpret and notify the spatial query to the VC. 

• TimelineController. The component implements the visual metaphor that allows an 
easily navigation and interaction with the hierarchal and stratified time dimension. 

• FilteringModule. The module is responsible of applying the descriptive filters giv-
en by the user, to notify the user operations to the underlying layer and to display 
the descriptive dimension of data. 

• The SpatialController was implemented using OpenLayers [22], the TimelineCon-
troller was implemented extending the Simile Timeline [23], and all the compo-
nents are managed and synchronized with JQuery [24] and AJAX technologies. 

Exchange Protocol. The architecture here proposed uses standard files and protocols 
(WFS, GML) for the communication intra and extra module, in order to be indepen-
dent from storage and visualization tools.  
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5 Conclusion and Future Works 

In this paper we have proposed a new interaction metaphor to explore hierarchical and 
stratified temporal domain synchronized with a spatial and descriptive visualization. 

The metaphor relies on web-architecture compliant with existing standards and that 
aims to be independent from data storage and visualization tools.    

The spatial query panel presented in the mock-up is not yet fully implemented. We 
are planning to add other spatial and spatio-temporal visualization metaphor, like tag-
maps and tag-cloud [26] treemaps [27], thematic maps etc. and to provide a hierar-
chical and stratified model and representation also for the spatial domain. 

The web application representing the case of study we implemented to test our 
model is fully deployed and is currently under testing. 

Acknowledgments. Authors wish to thank Francesco Mangiacrapa for his support in 
the design and development of the prototype proposed in this paper. 
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Abstract. In their activities of monitoring a territory and its spatio-temporal 
phenomena, decision makers often face problems which require rapid solutions 
in spite of the complexity of scenarios under investigation. Researchers from 
the Geographic Information domain support their activities by providing them 
with highly interactive visualization tools able both to synthesize information 
from large datasets and perform complex analytical tasks. The goal of this paper 
is to present a Web-based application for on-line GeoVisual Analytics which 
exploits the visualization capability of the Tag Cloud technique, the interaction 
ability of visual environments, and the Web-based data querying and accessing. 
The application elaborates an interactive simplified map containing a 
georeferenced cloud of tags, placed where the associated information is 
appropriate and significant. By applying semantic and geographic operators on 
the map tags, users are allowed to acquire information about the underlying 
data, useful for a better comprehension of the described phenomena. A system 
prototype has been realized which builds an overview of data distribution and 
classification expressed as a georeferenced tag cloud. It also allows users to 
navigate and analyze maps through zooming and filtering operations defined in 
agreement with Visual Analytics guidelines. 

Keywords: Geographic Information Visualization, GeoVisual Analytics, 
Advanced GeoVisualization Techniques for Web Applications, Interactive 
Visual Environments for Accessing and Analyzing Geospatial Information. 

1 Introduction 

In their activities of monitoring and prevention, decision makers often face problems 
which require rapid solutions in spite of the complexity of scenarios under 
investigation. Tasks such as risk discovery, simulations of what-if? scenarios, 
detection of cause/effect relationships represent daily activities that expert users have 
to perform in order to better respond to sudden and/or relevant events. 

Researches in the domain of Geographic Information (GI, for short) aim at giving 
support to those activities with highly interactive tools by which expert users can both 
visually synthesize information from large datasets and perform complex analytical 
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tasks. In particular, recently efforts from the GI community have been devoted to 
understand how to share expertise from the different key disciplines in order to reach 
the above goals.  

GeoVisualization and GeoVisual Analytics represent a solution. They play a 
relevant role for the achievement of this aim, because they exploit results from several 
disciplines, such as exploratory data analysis and GIScience, to provide advanced 
tools able to semantically integrate quantitative, qualitative and cognitive aspects of a 
domain of interest.  

The research we are carrying out along this line is meant to support expert users' 
work through software applications capable both to build an immediate overview of a 
scenario and to explore elements featuring it [1-3]. To this aim, we are defining 
methodologies and techniques which embed key aspects from different disciplines, 
such as augmented reality and location-based services. Their integration is targeted to 
realize advanced tools where the geographic component role is primary and is meant 
to contribute to a human-information discourse. 

In the present paper we propose a GeoVisual Analytics method which assembles 
results from an initial phase of our research. It combines advanced GeoVis techniques 
for visualizing geographic data and the capability of Web-based visual environments 
to query a dataset. In particular, the proposed method adopts the Tag Cloud rationale 
and extends it by exploiting techniques for summarizing datasets and simplifying their 
geographic representation, such as Chorems and Cartograms. Starting from a 
geographic dataset, the proposed method extracts relevant information about a 
geographic area by counting and/or summarizing data, and generates a simplified map 
containing tags placed within the geographic area which original data are related to. 
The resulting map is interactive, that is to say, its tags along with the georeferenced 
cloud can be manipulated in order to answer specific users' requests. In particular, 
semantic and geographic operations have been specified whose aim is to both capture 
visual and semantic details, and select areas and data of interest. 

In order to apply this method, a Web application, named Tag@Map, has been 
developed. It allows both to build a map containing the tag cloud, representing 
summarized data extracted from the underlying dataset, and to support expert users' 
interaction to analysis phenomena of interest.  

The paper is organized as follows. Sections 2 and 3 introduce the proposed 
method. In Section 4 the system architecture and a prototype are described. An 
example of usage of the prototype is given in Section 5. Conclusions and future work 
are drawn in Section 6. 

2 Visualizing Data Summaries by Georeferenced Clouds of Tags 

Chorems [4], cartograms [5] and Tag Clouds [6] share the same approach for 
representing geographic information. They all aim to synthesize a large amount of 
data and translate the quantitative parameters in a qualitative representation.  

In this paper we aim to increase the role that a map containing a cloud of tags may 
play in geographic domains, by assigning it an active role also when analysis tasks are 
required.  

The idea underlying our proposal is based on the Visual Information-Seeking 
mantra stated by Ben Shneiderman [7] and on Keim’s adaptation to the Visual 
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Analytics domain, presented in [8]. Shneiderman’s formulation  “Overview first, zoom 
and filter, then details on demand”, is a well-known visualization paradigm which 
encompasses several visual design guidelines and provides a general framework for 
designing information visualization applications. Shneiderman argues that by using 
the overview task, a user can gain a general idea of the entire collection of data and, at 
the same time, such an overview can help users control the content of the detail view 
[7]. Keim’s adaptation of the mantra, “Analyze First - Show the Important - Zoom, 
Filter and Analyze Further - Details on Demand”, points out that when dealing with 
the analysis of huge amounts of data, it is reasonable to apply first some analysis 
computations and then provide an overview of the resulting relevant contents. In that 
way the user may interact with a synthesis of important components of data, thus 
avoiding the risk to get lost inside the original data collection.  

The goal of this section is to describe the visualization technique underlying the 
proposed Web application. Although this technique is an integral part of the whole 
process, it can be invoked separately to produce a visual synthesis of a scenario useful 
for the expert users' comprehension  of a phenomenon under investigation.   

Starting from a territory and a geographic dataset referring to it, the goal of the 
visualization technique is twofold, namely it both elaborates a simplified map of the 
territory and performs extraction and aggregation of data of interest. In particular, it 
counts and summarizes data and expresses them through tags placed within the 
geographic area which data are related to.  

The method for visualizing geographic information combines Tag Cloud and 
advanced GeoVis techniques, and revises the Tag Map approach [9]. In particular, it 
exploits the GeoVis capability of summarizing datasets and simplifying their 
geographic representation also by altering their original shape. Moreover, it adopts 
tags to express concepts extracted from data sources, and finally, it adapts the 
georeferencing concept by associating it with the whole cloud.  

Figure 1 depicts a map produced according to the proposed method. It illustrates 
the distribution of the most popular 60 Italian surnames. The prominence of each 
surname is expressed by its size which is proportionally depicted. 

 

Fig. 1. A georeferenced tag cloud for the most popular Italian surnames 
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It is worth to notice that the position of each single tag is meaningless, because all 
of them refer to the geographic boundary of the Italian territory, that is, the tag 
placement is “area based”, thus implying a graphic approach for the map layout. This 
tag independency from its specific position also guarantees the applicability of the 
best placement algorithm, which may elaborates different solutions. As a 
consequence, two subsequent applications of the method on the same dataset may 
produce two different clouds in terms of tag position, provided that their number and 
their size are identical, because both represent the same scenario / phenomena. 

In [10] an initial prototype has been proposed meant to build a georeferenced cloud 
of tags and experiment its capability of conveying the expected information. In this 
paper, we modify and improve the cloud generation by applying an ad hoc algorithm 
which frees Tag@Map from an external web service, thus providing an application 
available for further customization. Moreover, we extend the role that the cloud of 
tags may play in geographic domains. As a matter of fact, conventional tag clouds are 
expressed as static maps meant to visually represent data distribution and frequency. 
In this paper, we refer to an application which generates an interactive simplified map 
where the cloud and its content can be directly manipulated. This function allows 
expert users to perform analytical tasks by querying data determining a frequency and 
understanding relationships among them. The GeoVisual Analytics approach based 
on the above visualization technique is described in the following Section. 

3 Performing GeoVisual Analytics by Georeferenced Clouds of 
Tags 

The synthetic global view offered by a map containing a tag cloud exactly results 
from the application of the analize first – show the important step of the extended 
mantra. Such maps are indeed conceived to provide a schematized representation of 
the distribution of a spatio-temporal phenomenon, built upon large sets of source data. 
In agreement with Shneiderman's theory, the overview represented by an initial map 
may be then used as a means to locate which part of it to analyze. It is always 
available during users' navigation both to orient and help them control the focus of the 
analysis.  

As for the zoom-and-filter step of the visual information-seeking mantra, the goal 
is to focus attention on a reduced portion of the whole space. Zooming and Filtering 
represent the basic techniques used in information visualization to achieve this goal. 
They require a more complex interaction with the users by means of tools which 
allow them to control the zoom focus and the zoom factor. In our proposal, by 
zooming and filtering an interactive map containing tag clouds, users may gradually 
reduce the search space and select a subset of data in agreement with Shneiderman’s 
and Keim’s interpretation.  

Once not necessary information has been visually discarded, the final step of the 
paradigm, namely details on demand, is meant to obtain detailed information about a 
particular element. In our proposal, users may easily browse a portion of a tag cloud 
and obtain descriptive information related to a selected tag. 
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In order to build the whole analysis path, we adopt the visual approach defined in 
[3] for analytical tasks, and customize the four operations to perform the 
aforementioned user interactive tasks.  

Although chorems and tag clouds differ for the spatio-temporal phenomena they 
represent, sharing a similar approach for the information visual representation allow 
us to inherit the meaning of the operators and adapt it to the expected behavior when 
applied to tag clouds. Moreover, distinguishing geographic and semantic aspects of 
both tags and clouds also lets us obtain an exact relationship between operators and 
operands, thus providing users with a well-defined functionality to navigate an 
interactive map from an initial overview to a particular detail. In the following more 
details about these operators are given. 

A Geographic Zoom corresponds to the traditional GIS zoom operator, also known 
as graphical or geometric zoom. It acts exclusively on the visual aspect of the map, by 
changing the size of the visible details of the involved tags, and allows the user to 
focus on a specific area. The Semantic Zoom originates from the well-known 
technique in Information Visualization research field useful to change the type and 
meaning of information displayed by an object. When a Semantic Zoom is applied on 
a selected area of a tag cloud, a different level of abstraction is applied on that area  
without affecting the initial map scale. In particular, invoking a semantic zoom-in 
(resp., -out) implies that the initial cloud is disaggregated (resp., aggregated) and a 
smaller area is centered and then expressed as a new cloud. Tags related to the new 
territory are calculated accordingly, thus allowing the access to a different level of 
information.  

In order to select predefined areas, the Geographic Filter can be used to apply a 
spatial filter to a wider territory. In particular, an existing geometry can be used to cut 
a region of interest, thus requiring only tags belonging to that region. Both scale and 
level of information detail are unchanged. 

Finally, the Semantic Filter operation allows users to filter tags which satisfy a 
particular condition, by directly operating on their semantics. Users can select the tags 
they need to analyze, and identify the descriptive element on which a threshold or a 
condition should be applied in order to reduce the set of visualized data. 

In the following section, we describe the components of the system architecture 
underlying the prototype of the Tag@Map Web-based application, which embeds all 
the described operators. 

4 The System Architecture and the Tag@Map Prototype 

A system prototype, named TaG@Map, has been developed in order to implement the 
proposed method and to check its applicability.  

In [10], the authors proposed a preliminary architecture consisting of the four 
following modules, namely Data Selection, Data Aggregation and Generalization,  
Cloud Creation and Data Representation. The architecture is focused on data 
extraction and aggregation, and output visualization in order to obtain an overview of 
data distribution and classification.  
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In this paper we adopt such an architecture by extending and adapting it to a 
conventional client-server architecture. The server side embeds a spatial database and 
an application which elaborates and publishes data in a map format, while the client 
visualizes the resulting map and allows the interaction through a browser. In order to 
allow the interaction with different abstraction levels of the same information, data 
underlying the map have to be hierarchically structured.  

The aforementioned four modules have been then integrated in the application 
server side. In particular, the Data Selection module is meant to read and elaborate 
data from a geographic dataset by allowing expert users to choose the geographic map 
boundary and the alphanumeric data to represent within the map as tag cloud. The 
Data Aggregation and Generalization module is meant both to allow expert users to 
choose the aggregation method and generalize the map boundaries used for the cloud 
generation. The Cloud Creation module has been designed to create the tag cloud, 
which has to fit within the simplified map boundaries. Finally, the Data 
Representation module is able to merge the simplified boundaries and the generated 
cloud in a hierarchical structure in order to visualize the resulting interactive map.  

TaG@Map has been implemented by using various web technologies, such as PHP 
as programming language, XML and SVG as exchange and storage means, 
CartoWeb1 as a comprehensive and ready-to-use Web-GIS, based on the UNM 
MapServer2 engine. In particular, the Data Selection module has been implemented as 
a PHP application which takes as input a geographic dataset, such as an ESRI 
Shapefile or a Postgres/Postgis table, and allows users to select both the geographic 
map boundary and the alphanumeric data to elaborate and visualize. The Data 
Aggregation and Generalization module has been implemented as a PHP application 
on the server side in order to allow expert users to choose the aggregation method and 
some configuration parameters. Moreover, it allows to simplify the map boundary by 
using the well-known Ramer-Douglas-Peucker (RDP) algorithm. The Cloud Creation 
module has been implemented as a PHP application to generate tag clouds. 
Differently from [10], where a web service is used to create the tag clouds, an ad hoc 
basic algorithm has been developed to produce them for this prototype. Finally, the 
Data Representation module has been implemented as a basic CartoWeb client, able 
both to visualize the resulting map and allow interactive analysis tasks.  

In the following Section, the above four operators are exemplified in order to show 
how they works when embedded into Tag@Map. In particular, some examples of 
interaction tasks are described by which users are able to navigate data from a general 
overview to a specific detailed information.  

5 The Analysis of Italian Surnames through a Map of Tag 
Clouds 

The following screenshots are taken from the specific scenario illustrated in Figure 1. 
It shows the distribution of surnames in Italy, where the prominence of each surname  
is expressed by the font size. By interacting with the interactive map, a philology or a 

                                                           
1 http://www.cartoweb.org 
2 http://mapserver.org 
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linguistic expert user could speed and simplify his/her research activities about the 
origins of the population who inhabits the territory under investigation.  

As previously stated, the creation of this map results from a process which starts 
from a geographic database containing demographic data related to the Italian 
territory. In particular, for each Italian Province the dataset contains the associated 
surnames, the geographic data, and the data about the Region to which it belongs. 
Such a user-controlled process aggregates the alphanumeric and geographic data for 
both Region and the whole Italian territory. The result consists of a value  
which expresses the frequency of surnames at the national level. In particular, a 
threshold determined by the user (60 for this map) sets the number of surnames to be 
displayed, which can be tuned in order to obtain a map with a more or less crowded 
cloud.  

In order to refine the analysis, the interface allows the user to zoom-in the map and 
obtain data about a small portion of territory by performing two different zoom 
operations, namely geographic and semantic zoom. In particular, the former allows 
the user to better visualize tags related to a portion of territory in agreement with the 
common GIS zoom without creating a new cloud. Differently, a Semantic Zoom 
invokes a new cloud generation referring to the portion of territory on which the user 
focuses. Figure 2 shows the Northern Italy on which a geographic zoom-in operator is 
applied. 

 

Fig. 2. A map resulting from a geographic zoom-in operation 

Figure 3 shows a map resulting from a semantic zoom-in operator applied on four 
Italian regions selected by the user, namely Emilia Romagna, Toscana, Marche, 
Umbria. Data referring to the selected territory have been aggregated and the 
corresponding tags have been calculated and embedded within the boundary resulting 
from the merge of the underlying regions. 
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Fig. 3. The map resulting from a semantic zoom-in operation on four Italian regions 

A different selection can be performed through a geographic filter. The user can 
directly choose a given territory among those visualized, and the corresponding tag 
cloud is generated, accordingly. In this case, by either dragging a selection rectangle 
on the map or simply pointing on the area of interest, the interface invokes the 
creation of the cloud corresponding to the selected area. Figure 4 shows the 
application of a geographic filter which generates the tag cloud of the Emilia 
Romagna region. 

 

Fig. 4. The map resulting from a geographic filter operation 

Finally, the interface allows the user to query the tag cloud in order to obtain 
details about the selected tag. Figure 5 illustrates the popup window specifying the 
number of occurrences of the selected tag. It results from the application of the 
Semantic Filter on the Ferrari tag, the most frequent surname in Emilia Romagna. By 
pointing at this tag, the interface invokes a query which performs the requested 
computation. 
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Fig. 5. A popup window resulting from a Semantic Filter on the map 

6 Final Remarks 

In this paper we proposed a GeoVisual Analitycs method meant to support expert 
users in representing and investigating phenomena of interest. It consists of two main 
parts, the former is targeted to produce a simplified map containing a georeferenced 
cloud of tags, in order to provide users with an overview of data distribution and 
classification, relevant for a territory in a specific domain. The latter is aimed to 
support users' interaction tasks to detect possible relationships among data underlying 
the represented scenario. To this aim four operators have been specified capable to 
focus on, select and query areas of interest. These operators have been implemented 
within the Tag@Map prototype which satisfies basic characteristics of cloud 
generation and interaction functionality.  

Improvements are currently under investigation. They are targeted to enhance the 
algorithm underlying the tag cloud generation, in terms of graphics and layout. Visual 
hints related to the qualitative aspect of tags should be also added to the tag cloud, 
thus providing further details.  

Finally, we aim to provide the interface with wizards in order to customize the 
available aggregation methods thus supporting unskilled users' interaction.  

As future work, we plan to test effectiveness of the system by designing and 
performing a usability study with potential users, which will provide us with a proper 
evaluation of the application. 
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Abstract. Sharing of user data has substantially increased over the past
few years facilitated by sophisticated Web and mobile applications, in-
cluding social networks. For instance, users can easily register their tra-
jectories over time based on their daily trips captured with GPS receivers
as well as share and relate them with trajectories of other users. Ana-
lyzing user trajectories over time can reveal habits and preferences. This
information can be used to recommend content to single users or to
group users together based on similar trajectories and/or preferences.
Recording GPS tracks generates very large amounts of data. Therefore
clustering algorithms are required to efficiently analyze such data. In
this paper, we focus on investigating ways of efficiently analyzing user
trajectories and extracting user preferences from them. We demonstrate
an algorithm for clustering user GPS trajectories. In addition, we pro-
pose an algorithm to correlate trajectories based on near points between
two or more users. The obtained results provided interesting avenues for
exploring Location-based Social Network (LBSN) applications.

1 Introduction

Social network platforms have emerged as a collaborative solution to provide
social connectivity, giving people the capability to create virtual communities
and share interests, opinions, and personal information with other users. How-
ever, while there has been an increase in virtual communities, a reduction of
social interactions in real communities is evident. We have noticed that social
network platforms do not make use of correct context-aware mechanisms in order
to improve social contacts in real communities. Therefore, we argue that these
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platforms should be based on users’ daily routines to increase social interactions
among mobile users in real communities.

Nowadays, we have observed a large adoption of smart phones and social net-
works. As a consequence several mobile social applications have been developed
to register social behaviors of mobile users [1] including Ipoki1, Google Latitude2,
Carticipate3 and Daily Places4. Despite the availability of these mobile social
applications to register and share users’ daily routines, we face a rapid increase
of diverse kinds of space-associated data, such as measurements from mobile sen-
sors, GPS tracks, or georeferenced multimedia. As prospective sources of useful
knowledge and information, these data require scalable methods of analysis,
which need to consider the particular attributes of the geographical space, such
as heterogeneity, diversity of characteristics and relationships, spatio-temporal
autocorrelation, and multiple map scales.

Furthermore, recording GPS tracks generates a large amount of data. This
data holds spatio-temporal information about a moving object (such as pedes-
trians, cars, buses, etc.). In order to analyze such data there exists several ex-
ploratory as well as data mining techniques. Clustering and aggregation (data
mining) techniques have generally been adopted to explore and analyze move-
ment data when visualization (exploratory) techniques are not enough to explore
large spatio-temporal datasets. This scenario is also pertinent in case of LBSN
applications we have developed.

The purpose of this paper is to explore the capabilities provided by clus-
tering algorithms to analyze user trajectories and extract relevant information
from them. We have focused on clustering and aggregating multiples trajectories
generated by the same user in order to identify his/her preferences. Once each
user preference is identified we apply trajectory correlation algorithm in order to
find similarities between multiple user trajectories and near points of interests
between two or more users.

To validate our approach, we considered a dataset of trajectories represent-
ing a user daily routine (i.e. to go from home to work). We implemented and
tested the clustering and trajectory correlation algorithm to understand similar-
ities between users. The results show that our technique is effective in analyzing
trajectories datasets and extracting the user preferences. Besides that, the cor-
relation trajectory algorithm is able to effectively find similar PoI between two
or more users. Based on the results we envision interesting avenues for social
interactions between users.

The rest of this article is organized as follows. To provide the necessary context
for our work, we start with the related work in the next section. The proposed
architecture, clustering and correlation algorithms are described in Section 3.
Section 4 shows experimental results and evaluation we have conducted. Finally,
Section 5 presents the conclusions and some directions for future work.

1 ipoki.com
2 google.com/latitude
3 carticipate.com
4 dailyplaces.com
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2 Related Work

In general, mobile social applications that implement Mobile Trajectory Based
Service (MTBS) consider information about time and space to represent users’
trajectories in transportation networks. In [2], the authors present a new strategy
to find the fastest route in dynamic transportation networks, making use of
previous trajectory information and real-time traffic conditions. Other strategies
use the Dijkstra algorithm to solve the same problem in dynamic networks [3]. An
important work was proposed in [4], in which the authors introduce a mechanism
to model the intelligence of taxi drivers and the properties of dynamic networks
to find the fastest route. All these strategies allow the sharing of mobile traces
or trajectories to provide a large number of mobile social applications, ranging
from a simple navigation mechanism to a robust context-aware and trust-based
recommendation system [5].

In spite of the large number of mobile social applications based on context
aware information and the adoption of several social networks, some studies
show that virtual communities do not increase significantly the amount of social
interactions in real communities [6] [7]. Social interactions in the form of user
trajectories can generate a huge amount of spatio-temporal data. This can be
roughly categorized into a single as well as multiple users trajectories. The former
relates to users generating their trajectories over a certain time period, while
the latter focuses on group of users interacting socially with their friends and
generating their trajectories. In both cases the amount of trajectories produced
could be enormous and therefore challenging to interpret for the analysts. Many
techniques exist in the literature, however clustering and aggregation techniques
are found to be the most suitable for such analysis.

Clustering is a data-mining technique to identify similar and dissimilar groups
in a given dataset. The clustering methods however can be classified broadly into
partitioning, hierarchical, density-based, grid-based, model-based, constrain-
based methods and clustering high-dimensional data [8]. While the overall objec-
tive of clustering is the same, they differ based on how they analyze additional
parameters such as outliers, noise analysis and dimensions of a given dataset. Each
technique can be described in detail with their merits and de-merits. One such
study evaluated clustering techniques with focus on trajectory clustering [9].

In our scenario of social interaction application the focus is to find groups
with varying density and concentration. For this purpose, density-based clusters
are found to be suitable. The main idea is to enlarge a cluster as long as the
density of data objects in the neighborhood exceeds a certain threshold value. A
typical condition is that for each data point within a cluster, the neighborhood
of a given radius has to contain at least a minimum number of points. These
methods are quite efficient to find noise and outliers as well as to discover clusters
of arbitrary shape. When trajectories are collected in real time, they usually
suffer low resolutions of measurements, which make noise tolerance a highly
considerable feature [10]. Density-Based Spatial Clustering of Applications with
Noise (DBSCAN) [11] and Ordering Points To Identify the Clustering Structure
(OPTICS) [12] are widely used density-based clustering methods.
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OPTICS has proven effective when offered to trajectory data in some applica-
tions [13]. The approach successfully clustered mouse trajectories and obtained
good results. An important input to clustering algorithm is an appropriate dis-
tance metric. Morris and Trivedi [9] performed an evaluation and discussed dis-
tance similarity measures based on fixed length measures (such as Hu Euclidean
and PCA subspace) as well as time-normalized distances (also suitable for un-
equal trajectories length) such as Dynamic TimeWarping (DTW), Longest Com-
mon Subsequence (LCS) and Modified Hausdorff (MH) (see [9] for an overview
of these measures). In case of trajectory data few distance measures have been
provided by CommonGIS, a stand-alone visualization tool [14] developed for
analysis of movement datasets. They have defined two simple distance methods
namely common start and common destination to group trajectories based on
their starting and ending points respectively. They also defined two more com-
plex functions called route similarity and route similarity and dynamics. These
methods compare two trajectories of unequal length and find the spatial as well
as spatio-temporal distance between two trajectories.

3 Our Approach

We present a novel solution in order to increase social interactions by relating
daily routines and points of interest based on trajectories of mobile users. For
instance, a mobile social application jointly with a social network can answer
the following questions: Which of my friends stop in my preferred bakery at the
same period of the day? Do any of my friends pass near my apartment to get
from their home to their work? Which of my contacts will be passing close to
me during the week?5

In relation to this we introduce the following 3 definitions to support our
discussion.

1. Road Segment (S) is defined as a directed link between two extreme points
(sa) and (sb), composed by a list of intermediate points by using a polyline.

2. User Trajectory (UT ) is defined as a set of road segments. Thus, UT =
{S1, S2, S3...Sn}, where the end point of Sk is the point just before the start
point of Sk+1, and (1 ≤ k < n).

3. Trajectory (T ) is defined as a set of consecutive points captured through a
Global Positioning System (GPS) to one travel performed by the user. Each
position (p) is composed of a set of information (latitude, longitude, altitude,
direction, time stamp for each registered point (tp) and an approximate
speed provided by the GPS). Since T = {p1, p2, p3, ..., pn}, the time interval
between two points is computed by the subtraction of tp(k+1) − tp(k), where
(1 ≤ k < n). Although the points are characterized by latitude, longitude
and altitude, we focus on points in 2D space (latitude and longitude) to
represent the position of each user.

5 The user defines the contacts to share his/her daily routine.
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Fig. 1. Architecture overview

Two major components compose our architecture: Profile Building and Tra-
jectory Correlation. Figure 1 presents this architecture. The profile building com-
ponent should operate in offline mode, but the trajectory correlation components
works in online mode. The offline part only needs to be performed once unless
the trajectory archive is updated.

As we can observe in the profile building process, users can use a mobile social
application to register their trajectory in order to describe their daily routine.
After visualizing and validating the trajectory that represents users’ daily rou-
tine, the user profile is created and the trajectory information is sent to the next
step, the structuring module. At this moment, the structuring module verifies if
there is a previous trajectory for the same user stored in the database. If there
is no trajectory, it creates a new user’s daily routine. On the other hand, if
multiple trajectories are found, clustering and aggregation techniques can sup-
port the analysis to identify the aggregated trajectory (a best representative of
user’s daily routine). The user daily routine then is enriched with additional in-
formation about Points of Interest. Finally, the structuring module exports the
enriched information to update the user profile database. These two components
are detailed in the next sections.

3.1 Profile Building

The user profile can be designed taking into account two basic types of data
that are used for constructing and enriching the profile model. These two basic
types are defined as personal and contextual data. Personal data describes the
main details of an entity and the contextual data characterizes the situation.
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An entity can be a person, place, physical or computational object. For example,
in a personal tracking application for mobile users, the personal data would be
the information about the user, such as name, birthday, gender, etc. On the
other hand, contextual data would be composed of movement records that the
user performed over a period of time. A movement record can include such
characteristics as the initial point, speed, direction, and time, as well as weather
information. We define an entity as a mobile user using a smart phone equipped
with GPS, digital camera and Internet connection (e.g. 3G or Edge).

Fig. 2. The profile building process

In addition, we use a third type of data, which is named behavioral data.
Behavioral data is defined according to specifications for representing Points of
Interest (POI) of the users, which has been developed by the W3C Points of Inter-
est Working Group Charter [15]. This Working Group has defined specifications
for Points of Interest data that can be used in a large number of applications,
such as augmented reality browsers, geo-caching and games, mapping and navi-
gation systems, and many others. The behavioral data describes the behavior of
the users learned from their daily routines. One way to define user behavior is
with a set of conjunctive rules, such as classification or association rules. Some
examples of rules describing user behavior are: “When user Hervé goes from
work to his residence, he usually stops at the bakery”, “Every Monday Carina
goes from her work to the tennis court at 13:00 and comes back to her work at
14:30”, “Whenever user Reinaldo goes from his residence to his office, he stops
in the Residence Matisse at 08:00 to take his friends to work”. The use of rules
in profiles offers a perceptive, descriptive and modular way to characterize user
behavior and was presented in[16].

The rules can be either determined by specialists or derived from transac-
tional data of a user, making use of clustering algorithms or machine learning
techniques. Since we consider mobile social applications in the profile building
process, our rule discovery method is used individually to the transactional data
of each user, capturing and comparing personal behaviors. Hence, the rules are
discovered using a clustering algorithm in multiple user trajectories.
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3.2 Clustering Algorithm

We have adapted OPTICS [12] clustering algorithm, which produces an ordering
of a dataset while storing the core distance and a suitable reachability distance of
each user trajectory. OPTICS provides information about the overall clustering
structure unlike other method that computes a flat partitioning of data (such
as K-means [17]). A brief overview of OPTICS is presented with the help of
underlying terminologies. Assume ρ = object from a dataset D, ε = distance
threshold, Nε (ρ) = ε-neighborhood of object ρ, minPts = natural number,
minPts-distance(ρ) = distance from ρ to its minPts neighbor. The core distance
(CD) is defined as:

CD =

{
Undefined, if Card(Nε(ρ)) < minPts
minPts-distance(ρ), otherwise

Thus, the core distance is the smallest distance ε between ρ and an object in
its ε-neighborhood such that ρ would be a core object. The core distance is
Undefined, otherwise. For reachability distance, assume ρ and o = objects from
a dataset D, Nε (o) = ε-neighborhood of object o, minPts = natural number.
The reachability distance (RD) of ρ with respect to o is defined as:

RD =

{
Undefined, if |(Nε(o))| < minPts
max(core-distance(o), distance(o, ρ)), otherwise

Thus, the reachability distance of ρ is the smallest distance such that ρ is directly
density-reachable from a core object o. Otherwise, if o is not a core object, even
at the generating distance ε, the reachability distance of ρ with respect to o is
Undefined.

OPTICS produces a reachability plot that shows the cluster ordering and the
reachability values. The reachability plot gives a graphical view of the struc-
ture of the data by providing data independent visualization. From the output
plot, clustering can be obtained by choosing an appropriate threshold value
of reachability distances. There are automatic techniques available to identify
clusters from this plot, which is applicable when the dataset is very large.
Figure 3 illustrates cluster ordering with the help of a reachability plot showing
valleys to identify potential clusters. Two additional parameters are of significant
importance in OPTICS algorithm (maximum distance threshold and minimum
number of neighbors). As Ankerst et al.[12] suggest the distance threshold influ-
ences the number of clustering levels, which can be seen in a reachability plot.
The smaller the distance, the more objects may have undefined reachability dis-
tances. Therefore, the clusters with lower density might be less visible and hence
this situation should be prevented. Similarly, the larger minimum neighbor value
will yield better results.
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Fig. 3. A reachability plot showing data densities and respective clusters [12]

3.3 Trajectory Correlation

Taking into account the idea to analyze user’s daily routines in order to increase
the number of social interactions between users, we propose an optimized algo-
rithm based on Minimum Bounding Rectangles (MBR) [18] and the Hausdorff
distance [19]. Firstly, we identify four extreme points of each trajectory (the
northernmost, the southernmost, the westernmost and the easternmost). With
these points, we create the MBR for the users’ trajectories.

The Hausdorff distance is often used to determine the similarity of two shapes
[20] and to measure errors for approximating a surface in generating a triangular
mesh [21]. In our approach, we are interested to use Hausdorff distance computa-
tion in two different cases. Basically, the first case is applied when the algorithm
finds a correlated area between two MBRs. It uses Hausdorff distance to compute
the distance between the points that are in the correlated area. On the other
hand, if there is no correlated area, the Hausdorff distance computation is used
to compute the distance of near points between two MBRs. When the distance of
two MBRs is found, the algorithm allows the expansion of both MBRs in order
to find one or more points of social interactions, taking into account a threshold
(Dmax) for the expansion. The trajectory correlation is executed according to
the algorithm as follows.

Algorithm 1. Main algorithm

if (Latmax(A) < Latmin(B)) or (Latmax(B) < Latmin(A)) or (Lonmax(A) <
Lonmin(B)) or (Lonmax(B) < Lonmin(A)) then

Execute HausDist of MBR(A) and MBR(B);
if HausDist < Dmax then

Expand MBRs;
else

There is no correlated area;
Stop main algorithm;

end if
end if
Select correlated area;
Execute HausDist;
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The Hausdorff distance from MBR(A) to MBR(B) can be determined by
exploiting the characteristic that for each MBR face, there has to be at least
one object that touches it. Therefore, we identify the face in MBR(A) closest to
a face in MBR(B). After that, the algorithm computes the Hausdorff distance
of these two faces and compares the result with Dmax. If Hausdorff distance is
less than Dmax, then both MBRs expand their related faces from the current
distance to the result of Dmax. Once the correlated area of MBRs is found, the
main algorithm executes the Hausdorff distance computation of the points.

Our approach is able to identify a correlated area of near points. In addition,
it optimizes the Hausdorff distance computation owing to selection of points in
the correlated area. This avoids the execution of the distance computation for
all points in the trajectory.

Making use of context information, our approach allows the identification
of segments S, which can be represented by landmark graphs. This information
could be used to increase social interaction. For example, we can capture context
information in order to send a message to users, alerting that a friend passes in
front of a specific number of the street X all the weekdays between 10:00 AM
and 10:30 AM. This message can also contain accurate information of distance,
which is acquired by the Hausdorff distance algorithm.

(a) User 1 (ε = 1000 & minNbs = 3). (b) User 2 (ε = 1000 & minNbs = 3).

Fig. 4. Reachability plots showing clustering structure

As an additional feature, the trajectory correlation module enables the gen-
eration of a message based on the context information. It reads all the fields
related to a correlated point in order to automatically create the message that
will be sent to one or both users.

4 Results and Discussion

To demonstrate our concept we have applied our approach to two separate users
based on their registered trajectories. The overall approach can be summarized
in three steps. First of all clustering is applied to individual user trajectories
over a period of one month. A typical user route is a trajectory from home to
work. After obtaining distinct groups an aggregated trajectory has to be chosen.
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Fig. 5. Three clusters showing distinct routes of User 1 (overlay on map)

With the help of visualization and aggregation techniques, a best representa-
tive trajectory for each user is obtained. This aggregated trajectory obtained
from several user trajectories is then compared to other users by applying our
trajectory correlation algorithm. This will enable groups of users to share simi-
lar routes to increase geospatial social interaction. We now explain the different
input parameters we have used in order to verify the results.

Fig. 6. Three clusters showing distinct routes of User 1 (without overlay)

OPTICS clustering algorithm requires two input parameters: distance thresh-
old (ε) and minimum neighbors (minNbs). The authors of OPTICS [12] suggest
that the value of these two parameters have to be large enough to yield good re-
sults. We structured our experiment in a way that we choose a range of distance
threshold values as well as minimum neighbors. For our scenario, we defined the
distance threshold between 1000 meters and 15000 meters⇒ (1000 ≤ ε ≤ 15000).
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Fig. 7. Three clusters showing distinct routes of User 2 (overlay on map)

Similarly, for minimum neighbors we selected a value of 1 up to 10⇒ (1≤minNbs
≤ 10). The experiment was run with a combination of values for both param-
eters. Based on the statistics and a range of reachability plots we obtained, we
found the best combination of values ⇒ (ε = 1000 & minNbs = 3). This condi-
tion revealed a satisfactory result in terms of the clustering structure from the
reachability plots.

Fig. 8. Three clusters showing distinct routes of User 2 (without overlay)

The reachability plots obtained are illustrated in Figures 4(a) and 4(b). The
plots show re-ordering of objects (trajectories in the dataset) on x-axis while
y-axis demonstrates the reachability distances between trajectories. Automatic
cluster extraction techniques from a graph were presented in [12][22]. This data
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independent visualization provides analysts a high-level understanding of clus-
tering structure. From these graphs clusters can be identified based on Gaussian-
bumps or valleys. As a general rule the cluster starts from a steep-down area
and ends at a steep-up area.

Fig. 9. Best representative aggregated user trajectories (user 1)

Based on the first plot in Figure 4(a), we can clearly see that there are two
dominant clusters in user trajectories (trajectory 2 to 13 and trajectory 14 to
25) shown by the valleys in the plot. The other cluster is a group of trajectories,
which does not specifically form a valley however they are grouped together
into one cluster. The second graph (see Figure 4(b)) also shows three clusters
with varying cardinalities (trajectory 2 to 16, 17 to 22 and 23 to 30). In both
the graphs, the first trajectory is considered as noise (see OPTICS algorithm
[12]). In Figures 5, 6, 7 and 8, the three clusters (from both graphs) are drawn
in different styles. The representative routes for each cluster are drawn with
different thickness for visualisation purposes.

The clusters show three distinct routes both users adopted over a period of
one month to travel from home to work. On average each user trajectory contains
almost 100 points. The clustering structure also forms distinct groups based on
a specific route on a specific day of the month. For example in Figures 5 and
6, cluster 2 holds trajectories starting from trajectory 14 to trajectory 25 that
include 11 days routes. For this specific case we can acquire knowledge about
the patterns related with a particular day of a week or a month. For example, if
we observe the order in which the trajectories were recorded in case of cluster 2
we obtain (1,2,3,4,7,8,9,12,13,14,15). We can apply heuristics and visualization
techniques such as heat maps in order to gain more insights into user behaviors.
As apparent from the above sequence user 1 always follows a similar or close
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Fig. 10. Best representative aggregated user trajectories (user 2)

Near points.
Points out of
contact area.

Sharing a 
route segment.

Fig. 11. Best representative trajectory of user 1 in comparison to user 2

route during at least three consecutive days of a month such as (1,2,3), (7,8,9)
and (13,14,15).

After analyzing the clustering structure the next step is to find an aggregated
trajectory or a best representative of a particular user route. For this purpose
we have applied a simple yet interesting visualization technique. When all three
clusters from both users are visualized using a single grey scale color scheme, it
reveals the most frequent route adopted. The color has to be selected in a way
that it must be transparent enough to visualize these changes. The phenomenon
is illustrated in Figures 9 and 10, where user 1 and user 2 best representatives
can be visualized and extracted respectively for further analysis.
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Near Points.

Points out of
contact area.

Sharing a
route segment.

Fig. 12. Best representative trajectory of user 2 in comparison to user 1

Once the clustering algorithm recognizes the best representative trajectory for
each user, the trajectory correlation algorithm is executed. For this example, the
algorithm firstly generates the MBRs for each best representative user trajectory
and identifies the correlation between both MBRs. After that, it computes the
Hausdorff distance of the points in the correlated area.

In order to present the accuracy and efficiency of our system we used a color-
based scheme to represent the points in the same road segment, the near points
and the points out of the correlated area. Figures 11 and 12 show the trajectory
of the users 1 and 2 respectively with the colors representing the near points
between them. The green color represents the same segment that is used by
both users for their daily routines. The blue color denotes the possible points of
interaction, which is in the correlated area among the MBRs. Finally, the red
color indicates the points that are out of the correlated area. Additionally, the
system allows the generation of messages making use of the context information.

Making use of the presented results and taking into account the use of context
information to describe Points of Interests (PoI), we conclude that our approach
can be applied to a large number of applications, for instance: to offer a system
that increases social interactions in real communities; to develop a system that
encourages rides among friends (car pooling).

5 Conclusion and Future Work

Virtual community platforms provide solutions to social connectivity, giving peo-
ple the capability to share interests, opinions, and personal information with
other users. Nevertheless, due to the reduction of social connections in real com-
munities and the absence of context-aware mechanisms in virtual communities,
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social interactions are frequently missed. As a solution, the users’ daily routines,
can be captured by mobile social applications and shared in virtual communities
in order to improve the social connections in real communities.

This paper presents an approach to explore the capabilities provided by clus-
tering algorithms to analyze user trajectories and extract relevant information
from them. We focused on clustering and aggregating multiples trajectories gen-
erated by the same user in order to identify habits or preferences. We intro-
duced our trajectory correlation algorithm to find similarities between multiple
user trajectories based on each user preference and PoI. Consequently, the near
points of interests between two or more users are identified. Taking into account
the obtained results, we conclude that our research provided interesting avenues
for exploring Location-based Social Network (LBSN) applications.

As future work, we intend to evaluate our algorithm with the MBR expansion
process. Besides that, we also aim to use a data-mining algorithm implemented
in mobile devices. Therefore, the device allows the trajectory analysis, compar-
ing the current rule with previous rules in order to propose a new personal rule.
By using a suitable data-mining algorithm, we can infer the time estimation for
a specific segment. Finally, we intend to offer a framework for the development
of context-aware systems based on trajectory correlation, focusing on the impact
of sharing trajectory information in online social networks as well as their pri-
vacy implications [23]. This framework will provide a collection of procedures to
acquire, store, increase and infer contextual metadata related to the near points
in the correlated area. Additionally, we aim to reuse our techniques in different
types of scenarios (for example car pooling and tourism related applications).
Finally, in this paper we did not take privacy issues into account; however, these
will have to be considered if the application is deployed commercially.

References

[1] Braga, R.B., Martin, H.: Captain: A context-aware system based on personal
tracking. In: The 17th International Conference on Distributed Multimedia Sys-
tems / DMS 2011. KSI, Florence (2011)

[2] Wu, Q., Huang, B., Tay, R.: Adaptive Path Finding for Moving Objects. In: Li,
K.-J., Vangenot, C. (eds.) W2GIS 2005. LNCS, vol. 3833, pp. 155–167. Springer,
Heidelberg (2005)

[3] Pfoser, D., Brakatsoulas, S., Brosch, P., Umlauft, M., Tryfona, N., Tsironis, G.:
Dynamic travel time provision for road networks. In: The 16th ACM SIGSPATIAL
International Conference on Advances in Geographic Information Systems, GIS
2008, pp. 68:1–68:4. ACM, New York (2008)

[4] Yuan, J., Zheng, Y., Zhang, C., Xie, W., Xie, X., Sun, G., Huang, Y.: T-drive:
driving directions based on taxi trajectories. In: The 18th SIGSPATIAL Interna-
tional Conference on Advances in Geographic Information Systems, GIS 2010, pp.
99–108. ACM, New York (2010)

[5] Andersen, R., Borgs, C., Chayes, J., Feige, U., Flaxman, A., Kalai, A., Mir-
rokni, V., Tennenholtz, M.: Trust-based recommendation systems: an axiomatic
approach. In: The 17th International Conference on World Wide Web, WWW
2008, pp. 199–208. ACM, New York (2008)



Clustering User Trajectories to Find Patterns 97

[6] Cavanagh, A.: From culture to connection: Internet community studies. Sociology
Compass 3, 1–15 (2009)

[7] Online Conference on Networks and Communities: Are virtual communities a good
thing socially? (2010), http://networkconference.netstudies.org
(last access: October 27, 2011)

[8] Han, J.: Data Mining: Concepts and Techniques. Morgan Kaufmann Publishers
Inc., San Francisco (2005)

[9] Morris, B., Trivedi, M.: Learning trajectory patterns by clustering: Experimental
studies and comparative evaluation. In: IEEE Conference on Computer Vision and
Pattern Recognition, CVPR 2009, pp. 312–319 (2009)

[10] Rinzivillo, S., Pedreschi, D., Nanni, M., Giannotti, F., Andrienko, N., Andrienko,
G.: Visually driven analysis of movement data by progressive clustering. Informa-
tion Visualization 7, 225–239 (2008)

[11] Ester, M., Kriegel, H.P., Sander, J., Xu, X.: A density-based algorithm for dis-
covering clusters in large spatial databases with noise. In: The 2nd International
Conference on Knowledge Discovery and, pp. 226–231 (1996)

[12] Ankerst, M., Breunig, M.M., Kriegel, H.P., Sander, J.: OPTICS: Ordering Points
to Identify the Clustering Structure. SIGMOD Rec. 28, 49–60 (1999)

[13] Tahir, G., McArdle, M.B.: Visualising user interaction history to identify web
map usage patterns. In: 14th AGILE International Conference on Geographic
Information Science, Advancing Geoinformation Science for a Changing World,
Utrecht, The Netherlands (2011)

[14] Andrienko, G., Andrienko, N., Wrobel, S.: Visual analytics tools for analysis of
movement data. SIGKDD Explorations Newsletter - Special Issue on Visual An-
alytics 9, 38–46 (2007)

[15] Points of Interest Working Group: W3c points of interest working group charter
(2011), http://www.w3.org/2010/POI/charter/ (last access: October 27, 2011)

[16] Benevenuto, F., Rodrigues, T., Cha, M., Almeida, V.: Characterizing user behavior
in online social networks. In: The 9th ACM SIGCOMM Conference on Internet
Measurement, IMC 2009, pp. 49–62. ACM, New York (2009)

[17] MacQueen, J.B.: Some methods for classification and analysis of multivariate ob-
servations. In: Cam, L.M.L., Neyman, J. (eds.) The 5th Berkeley Symposium on
Mathematical Statistics and Probability, vol. 1, pp. 281–297. University of Cali-
fornia Press (1967)

[18] Papadias, D., Sellis, T., Theodoridis, Y., Egenhofer, M.J.: Topological relations
in the world of minimum bounding rectangles: a study with r-trees. In: ACM
SIGMOD International Conference on Management of Data, vol. 24, pp. 92–103
(1995)

[19] Atallah, M.J.: A linear time algorithm for the hausdorff distance between convex
polygons. Informatics Processing Letters 17, 207–209 (1983)

[20] Jacox, E.H., Samet, H.: Metric space similarity joins. ACM Transaction on
Database Systems 33, 7:1–7:38 (2008)

[21] Bischoff, S., Pavic, D., Kobbelt, L.: Automatic restoration of polygon models.
ACM Transactions on Graphics 24, 1332–1352 (2005)
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Abstract. This paper presents a system for making a pictorial and verbal repre-
sentation of a travel trace from a GPS trace with the following functions:  

(1) A function to make a travel trace consisting of following paths and off-road 
paths, which indicate the turns and the reached districts. 
(2) A function that generates a partonomic tree that contains the sections of the 
travel trace, i.e. portions of the paths of the travel trace associated with verbal 
information, such as toponyms, route names, and district names. 
(3) A function that generates clickable labels that represent the sections of a tra-
vel trace in a map view. By using the labels, users can obtain detailed informa-
tion while using a small map scale, understand the part-of relations among the 
administrative regions represented, and intuitively navigate the representation 
based on the verbalized sections. 

We have developed a prototype of the proposed system for a web-based interac-
tive map service, which receives either a KML or a GPX file with a GPS trace, 
and provides a pictorial and verbal travel trace representation on a fo-
cus+glue+context map developed in our previous work. Using the prototype, 
we have confirmed the feasibility of the proposed system.  

Keywords: GIS, GPS, Web mapping, Focus+Glue+Context, travel trace, route 
labeling. 

1 Introduction 

The widespread use of GPS-enabled mobile devices and attractive GIS applications 
encourages travelers to log their GPS traces while travelling. A GPS trace is a se-
quence of logged GPS points that forms the travel trace of a trip. Travelers use GPS 
traces to store and share information about a trip, because GPS traces are easy to log 
and can be loaded in many GIS applications using standard file formats [1][2]. Users 
load and examine in GIS applications the GPS trace of a past trip for several purpos-
es: recall a past trip, understand someone else’s trip, plan a future trip based on a past 
trip, and collect statistics about one or several trips (e.g. how popular is a route when 
travelling from city A to city B?). 
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Several GIS applications, such as Google Earth and Global Mapper [3][4], draw a 
GPS trace as a line that follows GPS points over a map view, and display it on a 
screen. The map view is composed of raster map images, which are built beforehand 
for each map scale. In order to understand a trip in more detail, users can retrieve a 
map view by changing the map scale and position (zooming and panning), and relate 
the line of the travel trace with images, labels, and shapes of the map.  

The representations of the map image and the line of the travel trace are useful, but 
often cause the following problems: 

• Because the label of a region (e.g. city) is often in the center of the region, it may 
fall outside the map view, while the trace within the region is represented inside 
the map view. This problem occurs especially in mobile devices with small 
screens. 

• When the labels of small regions, like wards, are placed in a map image of a large 
scale, the labels of larger regions, like prefectures, might not be placed in the map 
image. On the other hand, when the labels of the larger regions are placed, the 
small roads and parks within a smaller region are not represented. 

As a result, users are required to use many map operations like zooming and panning. 
Obtaining detailed information in large trips is a hard and time-consuming task, be-
cause users must examine each part of the trip using a large map scale.  

Moreover, the points of a GPS trace are often not enough to provide a rich interac-
tion with users, because they are not structured and are associated only with numeri-
cal values, like latitude and longitude. As a result, users cannot easily specify a por-
tion of the trip, for example the portion within a park, or the portion within a city. 
Users might want to select portions of the map, in order to apply visualization opera-
tions (e.g. adjust the map view to a portion and highlight a portion), and editing op-
erations (e.g. copy, replace, and remove a portion).  

To solve the above-mentioned problems, we propose a system that generates a pic-
torial and verbal representation of a travel trace that matches a GPS trace. The pro-
posed system performs the following three main tasks: 

• It divides a travel trace into multiple smaller portions, called sections, and asso-
ciates them with road networks and districts in a map, by finding off-road paths 
and following paths in a travel trace from a GPS trace. As a result, it enables users 
to specify sections of a travel trace using map data, such as addresses, route names, 
district names, and others, i.e. to verbalize the sections of a travel trace.  

• It constructs a partonomic tree that represents part-of relations among administra-
tive regions and the sections of the travel trace. Using the tree makes it easy and 
fast to find the sections within the administrative regions. 

• It generates clickable labels representing sections that are determined according to 
the scale and bounds of the map view. Labels are organized in piles that clearly 
represent (1) labels that describe the whole map view, and (2) part-of relations 
among the administrative regions reached. The labels describe all the sections with-
in the map view, even very small sections, and the overlapping of labels is reduced 
by compounding and replacing related labels by representative icons. Clicking  
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labels allows users to intuitively navigate through the representation based on the 
verbalized sections, and clicking on icons allows users to decompose and see the re-
placed labels. 

2 Related Work 

Several research papers focus on the verbal representation of maps [5][6]. However, 
they do not address the following subjects: the locations in a travel trace that require 
verbal representation, and the kinds of verbal data that should be related to locations.  

Map matching has been investigated in numerous studies [7][8]. Our proposed 
map-matching algorithm differs from others because it identifies elements of a travel 
trace, such as turns and off-road paths, which is required to verbalize later sections of 
the trace. 

Several systems use labels and icons over maps and implement methods to avoid 
overlapping. In GoogleMaps, the verbal information (driving instructions) associated 
to a travel route is represented in a panel next to the map. When users click an instruc-
tion, a label containing the instruction is placed on the map [9]. A method labels pub-
lic transit lines (paths) and avoids overlapping by changing the size of the labels [10]. 
Another method creates a sketch-route map where the roads are scaled and simplified, 
so that they can be easily labeled [11]. Our proposed method is different, because it 
displays all the information on the map, it organizes the labels, and it represents sev-
eral kinds of information (routes, districts, regions, and turns), as opposed to labeling 
only roads or driving instructions. 

In previous studies, we have proposed a method to generate icons that represent 
compound landmarks [12]. The method presented in this paper is different, because it 
compounds labeled sections and provides icons with interactions. 

3 Pictorial and Verbal Representation  

A pictorial and verbal travel-trace representation consists of (1) a line that represents 
the shape of the travel trace, and (2) a set of clickable labels that represent verbal 
information of the trace; both displayed on a map view. 

In addition, the labels are associated with portions of the travel trace, called sec-
tions. For example, the label “Tokyo” is associated with the sections within Tokyo. 
The association is used to provide the following interaction: when users click on a 
label, the system increases or decreases the map scale to adjust the map view to the 
associated sections, i.e. the associated sections are displayed as big as possible within 
the map view. As a result, clickable labels are used as follows: 

• By reading the labels, users find and understand information about the travel trace. 
• By clicking the labels, users navigate through the representation. 

Labels represent the following verbal information of a travel trace: name of the ad-
ministrative regions reached (countries, prefectures, cities, and wards), name of the 
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routes used, name of the districts reached (parks, gardens, squares, etc), and name of 
the intersections where the trace turns (reorientation point). The following paths and 
off-road paths of a travel trace are useful to identify the turns and the districts 
reached. 

The proposed system produces a clear and organized representation fitted for the 
map view, defined by its map scale and bounds. To provide a fast response when 
users modify the map view, the proposed system generates the pictorial and verbal 
representations from a loaded GPS trace in two main steps described below. 

Main step 1. Each time a new GPS trace is loaded: 
o The following paths and off-road paths of the travel trace are computed from 

the GPS trace. 
o The paths are divided in sections and the sections are organized in a tree. 

Main step 2. Each time the map view is modified: 
o Labels are generated by using the tree created in Main step 1. 

The following three chapters describe in detail the three points of the two main steps 
described above. 

4 Finding Following Paths 

4.1 Overview 

A travel trace is composed of following paths and off-road paths as shown in Fig. 1. 
The intersections between following paths indicate the turns of the trace and the off-
road paths indicate the districts (parks, gardens, squares, etc) reached by the trace. 
This chapter describes the method for finding the following paths and off-road paths 
of a travel trace represented by a GPS trace. The important data structures used in this 
method are defined below. 

 

 

Fig. 1. Example of a travel trace 

Off-road path (in a park) 

Following path1

Following path2
p

ark 
turn



102 P.M. Lerin, D. Yamamoto, and N. Takahashi 

GPS Trace. A GPS trace GT, is a sequence of time-stamped points, i.e., GT = (p1, p2, 
... , pn). A point pi, for i = 1, 2,…, n, is a GPS point that has three fields, namely lati-
tude (pi.lat), longitude (pi.lng,), and time (pi.t), where ∀ 1 ≤ i < n, pi+1.t > pi.t.  

Road Network. A road network is a graph R(V,E), where V is a set of vertices 
representing the intersections and terminal points of the roads, and E is a set of di-
rected edges representing the links of the roads, i.e. the sections of the roads between 
intersections and terminal points.  

Link. A link L is a section of road between two intersections or terminal points, com-
posed by its id and shape points, i.e. L = (id, shapePoints). shapePoints is a set of 
points (latitude, longitude) that define the shape of the link, i.e. shapePoints = (sp1, 
sp2, ... , spn). Two connected links share a single shape point, which is the intersection 
of the links, as shown in Fig. 2. 

 

 

Fig. 2. Representation of two connected links, L1 and L2 

Following Path. A following path FPath, is a sequence of connected links in a road 
network that do not form turns, i.e. FPath = (L 1, L 2 ..., L n) ∀ 1≤ i < n, and Li+1.start = 
Li.end. In other words, a following path is a path that a human would follow by travel-
ling straight and not turning at intersections. 

Off-Road Path. An off-road path OFFPath, is a sequence of consecutive points from 
a GPS trace that are off-road points, i.e. OFFPath = (p1, p2 ..., pn). An off-road point 
is a point that does not lie on any link in a road network.  

Following paths and off-road paths are computed as follows: 

Step1 [Refine GPS Trace]. The points of the GPS trace are refined according to a 
distance-based algorithm as follows. Incrementally consider each point in the GPS 
trace, and remove a point whose distance to its predecessor point is smaller than a 
predefined threshold value. The prototype system uses a threshold value of 10 meters. 

Step2 [Find Start of Following Path]. Rank the refined GPS points in temporal or-
der and for each point find the start of a following path, i.e., the GPS point that lies on 
a link of a road network. The path of consecutive GPS points that do not lie on links 
of the road network is considered an off-road path. 

Step3 [MakeFollowingPaths]. For each refined GPS point ranked in temporal order 
and not yet considered, find following paths from the start found in step2 that contain 
the GPS points. When the path cannot be followed by links, end this step. 

Step4 [Repeat Step2-3]. Repeat Step2 and Step3 until all refined GPS points have 
been considered. 

Steps 2 and 3 are described in more detail in the following subchapters. 

L2L1

L1.end L2.start L2.endL1.start 
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4.2 Finding the Start of a Following Path 

Two measures, Proximity and Orientation, are used to decide whether a GPS point of 
a GPS trace lies on a link of a road network. The method to combine both measures is 
a simplification of the method proposed by Greenfeld [13]. 

Proximity(p, L): Given a point p and a link L, when L and the perpendicular line 
from p to L intersect with L as shown in Fig. 3(a), Proximity(p,L) is defined as the 
Euclidean distance between p and L. If the perpendicular line from p to L does not 
intersect with L, Proximity(p,L) is defined as the Euclidean distance between p and 
the closest endpoint of L, as shown in Fig. 3(b).  

Orientation(p,L): Given a point p and a link L, Orientation(p,L) is defined as the 
angle between L and a vector formed by p and the successor point of p, denoted as 
succ(p), as shown in Fig. 4. 

 
Fig. 3. Two examples of the Proximity measure 

Orientation(p,L)

Orientation(p,L)

 

Fig. 4. Two examples of the Orientation measure 

The algorithm to find the start of a following path is described below. The algorithm 
uses the following system parameters: (1) a threshold distance, dmax, (2) a threshold 
of the Proximity, dt, and (3) a threshold of the Orientation, αt. 

Input: a road network R, and a sequence of GPS points of a GPS trace not yet consi-
dered, sPoints = (p1, p2,…, pn). 
Output: a link, an off-road path 

OFFPath = create a new off-road path 
Add OFFPath to the solution. 
For each point pi in sPoints perform the following steps: 

Step1. Load a set of links, S1, within a rectangle R1 from a database server for 
the road network R, where R1 is a minimum bounding rectangle of the 
circle whose center and radius are pi and dmax, respectively. 

Step2. Set S2 = {L | Orientation(pi, pi+1, L) ≤ αt, L ∈ S1}. 
Step3. Set S3 = {L | Proximity(p, L)≤dt, L ∈ S2}. 
Step4. If S3 is empty, add pi to OFFPath and skip steps 5 and 6. 
Step5. Set L = argmin Proximity(p, Li), where Li ∈ S3. 

Proximity(p,L) 
Proximity(p,L)
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Step6. Return L. 
EndFor 

Our prototype system uses the following values for the system parameters: dmax = 100 
meters, αt = 30o, dt = 15 meters. The parameter dmax must be higher than the parameter 
dt. It has not impact on the matching result and is used to avoid using all available 
road network data, which may be too large. We have chosen 100 meters so we can 
use the same road network data for several consecutive iterations. The parameter αt is 
relevant for the result as follows.  Using a value too high, for example 80º, the algo-
rithm would find many starts of following path that are wrong (false positive). Using 
a value too small, for example 5º, the algorithm would not find many starts of follow-
ing path that are right (false negative). The parameter dt is the parameter most relevant 
for the result of the algorithm. Using a value too high, the algorithm would match off-
road points to roads (false positives). Using a value too small, the algorithm would 
not be able to match on-road points (false negatives). The impact of the parameters is 
reduced considerably by preprocessing the input GPS points, as described in the step1 
of the overview subchapter. 

4.3 Computing Following Paths 

The algorithm used to compute the following paths uses the Proximity measure, 
which was defined in the previous subchapter, and the functions SelectFollowin-
gLink, SelectTurningLink, and IsAhead defined below.  

Given a link L, the following link of L is the link connected to the end of L that a 
human would follow if travelling on L and continuing straight without turning at the 
end of L. The links connected to L that are not the following link of L are referred to 
as the turning-links of L. Fig. 5 shows a representation of L and its four connected 
links, where L3 is its following link, and L1, L2, and L4 are its turning-links.  

The following path algorithm defined in our previous work [14] is used to find the 
following link of a link. Below, we define a simplified function that does not consider 
misalignments in the road network data. 

SelectFollowingLink(L, S): Given a link L and a set of links S, which is a subset of a 
road network, if no link from S is connected to L, return NULL. If only one link from 
S is connected to L, return that link. Otherwise, return the connected link Lc that mi-
nimizes the function Angle(L, Lc). The function Angle(La, Lb) returns the angle be-
tween links La and Lb, as shown in Fig. 5. 

 

 

Fig. 5. Links connected to link L, and the angle formed between links L and L3 
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Next, we define a function used to find the most suitable turning-link that passes 
through a GPS point. 
SelectTurningLink(p, L, S): Given a GPS point p, a link L, and a set of links S, 
which is a subset of a road network, the most suitable turning-link is found as follows. 
If any link of S is connected to L, return NULL. Otherwise, return the connected link 
Lc that minimizes the function Proximity(p, Lc) defined in the previous chapter.  

Below, we define the function IsAhead(p, L). Given a point p and a link L, IsAh-
ead(p, L) returns TRUE when p lies on a following path from L. IsAhead(p, L) returns 
FALSE when p lies either on L, or a link of another following path that follows a 
turning-link starting from L. 
IsAhead(p, L): Given a point p and a directed link L, IsAhead(p, L) determines 
whether p is ahead of L. Point p is considered ahead of L and IsAhead(p, L) returns 
TRUE, if and only if the angle between L and a vector formed by p and the end point 
of L is greater than 90 o, as shown in Fig. 6. 

 

Fig. 6. An Example of IsAhead(p, L) returning TRUE 

 

Fig. 7. Following paths that pass through the GPS points 
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Below we define the algorithm used to compute the following paths. Given the 
start point of a following path, the algorithm constructs following paths by finding 
following links and turning links that pass through the points of the GPS trace, as 
shown in Fig. 7. In this example, the algorithm generates five following links, L2 to 
L6, which follow L1 until the path reaches turning link L7, and then it generates the 
following link L8, which follows L7. 

The step MakeFollowingPaths is defined as follows. Given a following path FP, 
the last link of the path is accessed by FP.last. 

Input: a road network R, a start link L, and a sequence of GPS points of a GPS trace 
not yet considered sPoints = (p1, p2,…, pn). 
Output: a set of following paths. 

System Parameters: a threshold distance dmax, and a threshold of the Proximity dt, 
discussed in the previous subchapter. 

FPath = create a new following path that contains L. 
Add FPath to the solution. 
For each point pi in sPoints perform the following steps: 

Step1. [Load] Load a set of links S1 within a rectangle R1, from a database 
server for the road network R, where R1 is a minimum bounding rectangle that 
includes two circles of radius dmax, whose centers are pi and the last shape point 
of FPath.last. 

Step2. [Follow]  
If IsAhead(FPath.last, pi) = TRUE, 

NextL = SelectFollowingLink(FPath.last, S1) 
If nextL = NULL, 

Terminate 
Else  

Append nextL to the end of FPath 
Repeat Step2 

EndIf 
EndIf 

Step3. [Turn]  
If Proximity(pi, FPath.last) > dt, 

nextL = SelectTurningLink(pi, FPath.last, S1).  
If nextL = NULL, 

Terminate 
EndIf 
If nextL has been already selected in the iteration of pi, 

Terminate. 
EndIf 
FPath = create a new following path that contains nextL. 
Add FPath to the solution. 
Go to Step2. 

EndIf 

EndFor 
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5 Generating a Travel Tree 

5.1 Overview and Data Definitions 

This chapter describes the partonomic tree of a travel trace, hereinafter called travel 
tree for short, and the method to generate it. Important concepts and data structures 
used are defined below. 

Address: A set of four names: country, prefecture, city, and ward name.  
(Administrative) region: Country, prefecture, city, or ward.  
District: A traversable area outside public roads, i.e. off-road, for example parks, 

gardens and squares. 
Turn: An intersection where a travel trace turns. 
Section: Sections are portions of a travel trace associated with regions, districts, 

and road networks. We define the following four kinds of sections of a travel trace: 

• Turn section: a portion that is a link whose last intersection is a turn of the trace. 
• Route section: a portion that is a set of links that belongs to the same address 

and route, and does not contain turns. 
• District section: a portion that is a set of GPS points that belong to the same ad-

dress and district. 
• Straight section: a portion of a link or GPS points that belongs to the same ad-

dress, and does not belong to a route or district, and does not contain a turn. 

Travel Tree: A partonomic tree of a travel trace consists of a root, a set of nodes 
(pNode), and a set of leaves (pLeaf). The partonomic tree manages all sections of the 
travel trace according to the part-of-relations among the regions where the sections 
belong. The nodes of the tree are grouped in four levels, as shown in Fig. 8. 

pLeaf: A pLeaf represents a section of the travel trace and has the following 
attributes.  

seq: the sequence numbers of the sections in a travel trace.  
shape: a set of off-road points or a set of links. 
address: the address of the section. 
districtName: the name of the district where the section belongs (can be 
NULL). 
routeName: the name of the route where the section belongs (can be NULL). 
turnName: the name of the intersection at the end of the link, if the section is a 
link, and after the link the trace turns (can be NULL). 

pNode: A pNode represents a region reached in the travel trace and has the follow-
ing attributes. 

category: a kind of an administrative region, which is one of country, prefec-
ture, city, or ward. 
label: the name (toponym) of the region. 
area: the minimal rectangle that includes all sections in the leaves that are the 
descendants of this pNode. 
children: an association to a set of child nodes or a set of leaves. In a travel tree, 
the descendants of pNode are contained in pNode. 
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5.2 Generating a Travel Tree 

A partonomic tree of a travel trace is generated from the sequence of following paths 
and off-road paths of a travel trace by the below steps. 

Step1. For each link and off-road point of the sequence of paths, obtain the following 
information: 

─ Address: get the address by reverse geocoding. 
─ District: if it is an off-road point and belongs to a district, get the name of the dis-

trict it belongs from a GIS database. Otherwise set to NULL. 
─ Route: if it is a link and belongs to a route, get the name of the route it belongs 

from a GIS database. Otherwise set to NULL. 
─ Turn: if it is the last link of a following path, get the name of the last intersection of 

the link. Otherwise set to NULL. 

Step2. For each sequence of consecutive links, and each sequence of consecutive off-
road points that share the same values for all attributes, create a pLeaf using their 
attributes. 

Step3. For each different region reached, create a pNode using the address of the 
sections. 

 

Fig. 8. Two representations of the regions reached (squares) and the sections (circles) of a 
travel trace 
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6 Travel Trace Labelling 

6.1 Overview 

This chapter describes the methods used to generate (and place) clickable labels from 
the partonomic tree of a travel trace for a map view. When multiscale map views are 
used, for example focus+glue+context maps, areas with different map scales are con-
sidered different map views and are labeled independently. 

Clickable label: A clickable label is displayed as a box that contains text (a name), 
and a pictogram representing its category. A label has the following attributes. 

text: the text written in the label. 
category: the category of the label, defined below. 
location: the location where the label is placed. 
scope: the set of sections represented by the label. The scope can be also de-
fined by a node, meaning that the scope is composed by all the leaf descendants 
of the node in the travel tree. 

Labels can belong to any one of the following seven categories: (1) country, (2) pre-
fecture, (3) city, (4) ward,(5) district, (6) route, and (7) turn. Hereinafter, labels of the 
first four categories are referred as region labels and labels of the last three categories 
are referred as path labels. 

The strategy of the map labeling methods is as follows:  

(1) All district, route, and turn sections that are visible are represented by path la-
bels, regardless of the scale. Overlapping of labels is reduced by replacing labels by 
representative icons. As a result, users can easily find information, even when using 
small map scales. 

(2) Region labels are organized in the view so that they do not overlap, and the 
part-of relations among the reached regions is clear. As a result, users can intuitively 
navigate through the representation by clicking on the region labels. 

The labels are generated by the following steps: 

Step1. Generate the visible travel tree. 
Step2. Generate the path labels. 
Step3. Compound the path labels. 
Step4. Generate the region labels. 

The first and second steps are described below, while the third and forth steps are 
explained in detail in the following subchapters. 

The first step generates a visible travel tree, hereinafter referred to as vT, which 
contains the leaves and nodes of the original travel tree that are visible, i.e. at least a 
part of the leaves and nodes is represented within the map view. Given a travel tree T, 
its vT is generated efficiently by using the attribute area of the nodes, as follows. For 
each node child of the root of T, if its area overlaps with the map view, it is added to 
vT, and the process is repeated for its children. Otherwise, the node and its descen-
dants are not added to vT. The sections added to vT keep the same id value than in the 
original travel tree. 
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The second step generates path labels by using the visible travel tree. The district, 
route, and turn sections in vT are labeled by taking into consideration their visible 
parts, so that labels do not fall outside the view. A label is placed in the middle of 
each visible part of each section, as shown in Fig. 9. 

 

 

Fig. 9. Two representations of a travel trace where district sections are labeled. The map view 
bounds are represented by a double frame and the labeled sections are represented by a thick 
line. 

This chapter presents two methods that, in addition to providing an organized re-
presentation, considerably reduce the overlap among labels. After applying the two 
methods, labels of different categories may overlap. Resolving these overlaps is 
beyond of the scope of this research, because many approaches available in the field 
of map labeling address this problem [15].  

6.2 Compounding Method 

This method solves the problem of overlapping labels of the same category, and pro-
vides a useful interaction for the user. The following steps are applied in this method. 

Step1. A set of placed labels of the same category that overlap is replaced by a click-
able icon that represents their category. 

Step2. The scopes of the replaced labels are compounded into one scope that becomes 
the scope of the icon. 

Step3. The location of the icon is set equal to the average of the locations of the re-
placed labels. 

GreenPark

GreenPark

GreenPark
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Step4. When users click the icon, 

Step4.1. If a single-scale map is used, 
o the system adjusts the scale of the map to the compound scope 

represented by the icon. 

Step4.2. If a multi-scale map is used,  
o the system places a new map area of a larger scale, centered at the loca-

tion of the icon. 
o the system adjusts the scale and size of the new area to the compound 

scope represented by the icon, so that its labels do not overlap. 

Fig. 10 shows four representations that illustrate the compounding method. When 
users click on the icon in representation (b), representations (c) and (d) are generated. 

 

Fig. 10. Four representations of the same travel trace where only the routes are labeled.  
The map view is represented by a double square. 
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6.3 Piling Method 

This method generates a clear and organized representation of the reached regions in a 
map view. In addition, the part-of relations among the regions are represented. Let us 
consider the following concepts. 

Pile of labels. A pile of labels is a set of region labels arranged vertically (one above 
the other), according to the following relation: a region represented by a label is part 
of the regions represented by the labels above. For example, a portion of a travel trace 
in a city called Nagoya that is within the prefecture Aichi in Japan can be represented 
by using a pile of three labels: “Japan”, “Aichi” and “Nagoya”, being Japan at the top 
of the pile and Nagoya at the bottom. Fig. 11 shows several piles of labels. 

View label. A view label is a label of a region that includes the whole travel trace 
represented within a map view. 

The method is based in three points as follows: (1) the regions too small for the map 
scale are not labelled, (2) the view labels are arranged in one pile and placed in the 
corner of the screen, and (3) the remaining region labels are arranged in piles and 
place over the map view avoiding label overlaps. 

First, the piling method selects one level of the tree vT regarding the current map 
scale. The method selects the lowest level of the tree such that the area of every node 
in the level is big enough when represented in the current map scale to place a pile of 
four labels. The regions represented by nodes in the visible tree vT below the selected 
level are considered too small and not labelled. 

Then, the method identifies and places the view labels in the corner of the screen. 
View labels are easily identified by using the tree vT. A view label represents a node 
that is the only node in its level in vT. Fig. 11 shows two example of vT where the 
nodes represented by a view label are dashed boxes. 

Finally, the method arranges the region labels that are not view labels by following 
the below steps. 

Step1. Place the labels that represent the nodes of the selected level in the average 
location of the represented portion of trace. For example, the label of the city Nagoya 
is placed in the average location of the trace points within Nagoya. 

Step2. Place the labels that represent the nodes of the upper level above the label of 
the largest child node. For example, in Fig. 11 the label “Nagoya” is placed above the 
label “Chikusa” because the trace within the ward Chikusa is larger than the region 
within the ward Higashi. 

Step3. Repeat Step2 using the upper levels until the top of vT is reached. 
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Fig. 11. Two representations of a travel trace where only the regions are labeled. Map view 
bounds are represented by a double frame. The corresponding visible travel tree is represented 
above each representation. 

7 Prototype System  

We have developed a prototype of the proposed system for a web-based interactive 
map service, which receives either a KML or a GPX file with a GPS trace, and pro-
vides a pictorial and verbal travel trace representation on a focus+glue+context map 
[14][16]. A demonstration movie of the prototype system is provided on the internet1. 

The focus+glue+context map system, which is a fisheye-type map developed by 
our previous work, displays an area of the map, the focus area, in a detailed map 
scale. The rest of the map view, the context area, is displayed in a smaller map scale. 
A glue area is placed between the two areas to absorb the scale difference. 

We used the prototype system to evaluate the feasibility of the proposed system. 
Fig. 12 shows a screenshot of the proposed system, where a pictorial and verbal travel 
trace is represented over a focus+glue+context map. In the figure, there is one view 
pile (Japan-Aichi) for the context map view, and one view pile for the focus (Showa) 
map view. An icon represents several compound turn labels. 

The prototype system obtains GIS data via the web service of GeoNames that al-
lows reverse geocoding [17]. 
                                                           
1 http://tk-www.elcom.nitech.ac.jp/demo/fisheye.html 
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Fig. 12. Screenshot obtained from the developed prototype, depicting a pictorial and verbal 
representation 

8 Conclusions and Future Work 

In this paper, we presented a novel and effective system for generating a pictorial and 
verbal travel trace representation from a GPS trace. The representation allows users to 
understand details of a travel trace and navigate it on the basis of verbalized portions 
of the trace. The prototype of the proposed system showed that the system is useful 
and feasible.  

In the future, we plan to evaluate the proposed system in terms of performance. In 
particular, we will evaluate real users using a traditional representation (line over map 
images) and the proposed pictorial and verbal trace representation. Moreover, we plan 
to develop a system that not only retrieves elements related to the travel trace but also 
those related to user behavior; these elements will be combined to provide a complete 
travel plan [18]. 
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Abstract. Tracking mobility of humans, animals or merchandise has re-
cently given rise to a wide variety of location-based services and monitor-
ing applications. In this paper, we particularly focus on real-time traffic
surveillance over densely congested road networks in large metropolitan
areas. In such a setting, streaming positional updates are being frequently
relayed into a central server from numerous moving vehicles (buses, taxis,
passenger cars etc.). Our analysis concerns two important aspects. First,
we outline characteristics of a robust processing engine that is capable to
efficiently manage such massive, transient, and perhaps noisy geospatial
data. Our objective is to provide online aggregates and reliable estimates
regarding the current traffic situation at multiple levels of resolution. At
a second step, we design a framework for effective multi-modal dissemi-
nation of derived information to the end users, in the form of interactive
maps for intuitive visualization as well as instant notifications via mes-
sage feeds. As a proof of concept, we also report on our ongoing develop-
ment of EPOPS; in its current version, this functional prototype of the
proposed scheme is able to deliver cross-platform geographic, textual,
and even multimedia content through web and smartphone interfaces.

Keywords: cross-platform dissemination, events, geostreaming, multi-
resolution, traffic analytics.

1 Introduction

Widespread deployment of sensor networks and cost-effective communication
technologies have recently led to a surge in Intelligent Transportation Systems
(ITS). Along highways, vehicle counts get collected via stationary detectors or
inductive loops placed on the road surface. Surveillance cameras monitor traffic
conditions and can provide data for speed and travel times from post-processed
video images. But installation of such systems over dense networks in urban
areas with millions of inhabitants seems neither feasible nor affordable, because
expensive equipment is set up at fixed positions on major roads.

Instead, modern positioning devices (like GPS, RFID, GSM) can actually
turn moving vehicles into active contributors of high-quality, real-time traffic
information. Effectively, such floating car data (FCD) tracks successive locations
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for a fleet of registered vehicles at distinct time instants. At a relatively low
cost, FCD is then transmitted into a central server, where it gets analyzed for
extracting traffic statistics [6,22,24]. Apart from control centers, this data might
further assist to travel planning for commuters, support coordination of public
transport, and also integrate with car navigators or traffic telematics.

In this paper, we advocate for a real-time evaluation of vehicle traces over
road networks and their collective representation as traffic data streams. Simi-
lar platforms have emerged lately [1,7,10,11,18], as vehicle positions and derived
statistics are inherently fluctuating, potentially intermittent, and ever more volu-
minous to be hosted by a traditional DBMS. In a spirit close to ours, the objective
is to turn quantitative samples (raw positions) into qualitative estimates (e.g.,
average speed, expected travel times). Such approximate, yet reliable analytics
is derived online, employing stages of filtering, aggregation and export.

Nevertheless, our framework is mostly geared towards a multi-resolution rep-
resentation of traffic streams and props up multi-modal diffusion of custom,
succinct analytics to potential users. We stress that our goal is not to suggest
novel practices to traffic engineers; unsurprisingly, sophisticated algorithms al-
ready abound. What we really attempt is a geostreaming approach to road traffic
data, enhanced with methods for extracting privacy-preserving driving patterns
and evolving phenomena network-wide. Interesting events may not just be issued
from external sources (e.g., reported incidents), but could be promptly detected
by observing trends in traffic conditions (e.g., increasing delays).

Therefore, we introduce an efficient and robust combination of: (i) suitable
traffic semantics that can capture spatiotemporal phenomena and evolving events
along road networks; (ii) the advanced data management capabilities offered by
stream processing engines; (iii) the skillful dissemination power of web and mobile
technologies; and (iv) rich visualization tools from modern geospatial infrastruc-
ture. Implementation of our prototype platform (EPOPS) confirms that this
methodology can offer up-to-date traffic information at varying levels of detail
and greater range, and also achieve its versatile portrayal through interactive
maps. Our contribution can be summarized as follows:

– We outline an abstract model for representing traffic data streams.

– We suggest a solid methodology for online processing of floating car data.

– We combine on-the-fly traffic measurements with contextual information in
order to provide timely, reliable, and multi-faceted analytics.

– We develop interfaces for visualizing, inspecting and diffusing results through
web and smartphone applications.

The remainder of this paper is organized as follows. In Section 2, we discuss
fundamental notions and modeling of traffic data streams. In Section 3, we de-
velop a processing framework for translating vehicle positions into online traffic
analytics. Section 4 presents methods for cross-platform delivery of results to the
end-users. In Section 5, we report our experience from implementing EPOPS,
a functional prototype of the proposed scheme. In Section 6, we survey related
work. Section 7 offers conclusions and indicates possible future extensions.
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2 Fundamentals of Traffic Data Streams

In this section, we analyze design considerations and modeling guidelines con-
cerning how streaming positional data is acquired, represented, and eventually
transformed into meaningful traffic aggregates.

2.1 Data Acquisition

Although we do not rule out accepting traffic surveillance data feeds from public
authorities (Traffic Police, Transportation Offices, etc.), we mainly focus on pro-
cessing positional information issued from the moving vehicles. Indeed, monitor-
ing a few thousand (e.g., 5000) location-aware cars moving in a city can provide
a fairly accurate FCD sample for assessing actual traffic conditions. Assuming
a proper combination of vehicle types (buses, taxis, trucks, passenger cars etc.),
not only can we capture various driving patterns (fixed itineraries, ad-hoc routes,
detours etc.), but also get traffic indications network-wide. Such raw tracking
data could be acquired through diverse means: GPS-equipped vehicles, mobile
phones of the drivers, wireless networks etc.

Positional updates are reported to a central server, but not necessarily at
fixed periods, as sampling rates may not be standard for the entire fleet (e.g.,
buses with known itinerary may report less frequently than taxis). Reporting
frequency might also be varying even for a single vehicle so as to reduce commu-
nication cost; for instance, it could relay a new location when making a turn or
upon significant change in its speed. On the server side, positional information
is periodically correlated with the geographic representation of the underlying
network and certain rules in order to derive online traffic analytics. In brief:

Guideline 1. Timestamped positional updates from moving vehicles are being
transmitted to a centralized processor in a streaming fashion.

2.2 Data Semantics

We adopt an object-relational schema with spatiotemporal extensions for rep-
resenting static and dynamic data. Static tables store information about enti-
ties that rarely change (e.g., road network and its classification, vehicle types),
whereas dynamic tables retain streaming data (e.g., vehicle positions, speed pro-
files for roads) always associated with timestamp values. A rich combination of
semantics is employed to capture interesting traffic phenomena:

Spatial Semantics. It goes without saying that a detailed road network would
provide a solid basis for the entire framework. Typically:

Guideline 2. The road network is abstracted as a 2-d graph with links and
nodes.

Links represent centerlines of road segments as 2-dimensional polyline vectors,
seamlessly interconnected at nodes that denote crossroads, junctions, or dead-
ends. On the other hand, vehicle positions are abstracted as 2-dimensional point
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locations, ignoring other parameters such as the volume of each car or the alti-
tude. Other geographic entities are clearly optional, since they do not directly
interfere with traffic analysis; for example, points of interest (terminal stations,
sporting venues, shopping malls etc.) or zone boundaries (limited-access areas,
neighborhoods, or districts) might prove useful for specific calculations (e.g.,
access to a station), but they are not deemed indispensable features.

Temporal Semantics. Each incoming positional update, as well as every resulting
aggregate must hold time indications [15]. Accordingly:

Guideline 3. Timestamping of stream items achieves ordering and simultaneity.

The former property guarantees the sequential nature of positional feeds and
traffic analytics, and also allows reconstruction of the historical trace for each
vehicle. The latter enables correlation of events occurring at the same time, pro-
vided that they carry identical timestamps. Not only does timestamping come
for free because location-aware devices always emit valid time (i.e., when a po-
sition was actually measured), but it should be retained throughout evaluation
stages for properly signaling aggregates (estimated speeds, travel times etc.). In
case of unsynchronized clocks, transaction time of data admission to the system
could be alternatively used, instead of temporarily buffering delayed messages.

Motion Semantics. Spatiotemporal notions such as displacement, travel time,
speed, heading etc. are important when dealing with moving objects [9]. Derived
values per vehicle may be either instantaneous (based on its two most recent
recordings) or averages (over larger intervals). Yet, it is crucial to realize that:

Guideline 4. Atomic measurements per moving vehicle should eventually trans-
late into collective anonymized aggregates along roads.

In our case, the current speed or direction of each individual vehicle are entirely
insignificant, no matter their accuracy. On the contrary, averaging speed mea-
surements for vehicles moving along a specific road gives an approximate, but
still reliable indication about traffic conditions there. From a privacy perspec-
tive, such aggregates can also effectively hide the identity of each driver among
similarly moving others, and thus cannot disclose its whereabouts.

Traffic Semantics. Apart from their geographic representation, roads are key
features for traffic estimation. Therefore, they should include properties such as
length, national and international codes, speed limits, number of lanes, direction
of traffic flow, hierarchy (highways, primary and secondary arterials, or collector
roads) etc. Furthermore, roads can be dynamically classified according to their
observed level of congestion, thus distinguishing currently saturated links from
those with normal flow. Most importantly:

Guideline 5. The road network may be organized in tiers of gradual resolution.

At the finest tier, consecutive geometric segments belonging to the same road
can form a unified section (e.g., between signaled crossroads); further, a series of
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(a) Segments (b) Sections (c) Axes

Fig. 1. Bottom-up hierarchical organization of road network in tiers

sections with similar characteristics can represent an entire axis at the coarser
tier. As shown in Fig. 1, smaller and less important roads may be suppressed
from higher levels. Optionally, this logical grouping could further lead to multi-
scale geographic representations of the network: at smaller scales the map could
only display geometrically simplified axes, whereas zooming into a particular area
should render all segments at the finest detail. As we discuss later, such modeling
is advantageous not only for its richer semantics, but also for its decisive impact
on data processing and map visualization of traffic phenomena.

Event Semantics. As vehicles circulate across the network, several events may
occur, such as road accidents, demonstrations, bad weather conditions etc., which
may have local or more severe implications to current traffic flow. Hence:

Guideline 6. Support for event detection and online notification is essential.

Event handling is two-fold: (i) for declaring certain incidents, like announcements
issued from the Traffic Police for accidents or urgent warnings; and (ii) for dis-
covering driving patterns online (e.g., a sharply reduced speed well below normal
levels along a road may indicate an accident; a long-observed deterioration of
traffic flow on a highway may cause queues stretching over several kilometers
etc.). As we explain in Section 3.5, this latter class of events requires special-
purpose algorithms or complex continuous queries against the traffic streams.

2.3 Data Manipulation

As each vehicle reports its position at distinct time instants, the server is able
to trace its movement as an evolving trajectory [9]. But in our case, neither is it
affordable nor even necessary to maintain the historical trace per vehicle as a 3-d
”polyline” vector. This representation uses vertices at successive timestamped lo-
cations, and interpolates to approximate positions in between sampled readings.
Since our objective is to monitor network traffic and not individual vehicles, we
must identify those road segments traversed by each car across time. Therefore:
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Guideline 7. Vehicle positions incrementally create trajectory feeds as sequences
of road segments, judiciously selected from the underlying network.

This way, the route of each vehicle is constructed as a series of road segments
derived from a ”map-matching” process, as we discuss in Section 3.1. Note that
geometric accuracy and connectivity are essential properties of the network,
since error-prone GPS readings should be mapped into suitable road segments
(i.e., where a car actually moves on) minimizing spatial mismatches. In terms
of achieving smooth traffic estimates, such modeling of trajectories is certainly
beneficial, as it can effectively cope with diverse reporting frequencies and pos-
sible communication delays, while it also avoids double-counting of vehicles that
keep moving along the same segment. Admittedly, some trajectory feeds may ap-
pear occasionally disconnected with gaps between selected segments (Fig. 3a).
However, this is not a serious flaw, as vehicle traces are eventually turned into
approximate traffic estimates. These traffic analytics are computed at coarser
resolutions of the network, usually against sections or axes, each stretching over
several segments. Hence, estimates for speed, link saturation, expected travel
times etc. are actually aggregates from values contributed by trajectories of ve-
hicles that have recently ”charged” a given road.

Guideline 8. Traffic aggregates are computed from trajectory feeds for selected
tiers of the road network.

We stress that all derived data is implicitly georeferenced against the road net-
work. Every trajectory measurement or traffic aggregate is always associated
with a particular road entity, so the identifier of the respective linear feature
suffices and must be attached to that data item. There is absolutely no need
to copy geometry features into any derived dataset, as these can be readily ob-
tained from a simple join operation thanks to common identifiers. Of course,
results must also be timestamped with respect to time indications of the input.

3 Traffic Stream Processing

Figure 2 illustrates the processing components of the suggested framework. Rect-
angles stand for domain data; each domain may be physically implemented with
multiple relational tables of static records or streaming items. Diamonds repre-
sent processing tasks applied against incoming data according to specifications,
rules, and parametrization depicted with ovals. Thick arrows indicate data flow
from raw positional input to output traffic information passing through inter-
mediate modules. Next, we discuss each component in detail.

3.1 Map-Matching

This pre-processing stage attempts to associate vehicle locations with road seg-
ments of the underlying network. As already mentioned, tracking data from
moving vehicles has limited positional accuracy. Apart from the sampling error
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Fig. 2. Data flow diagram

caused by the reporting frequency, there is also a measurement error from the
positioning device itself (e.g., GPS) [3]. Besides, the vector representation of the
road network can never be perfectly accurate, due to digitization errors, scale of
the source map or imagery resolution, lack of recent updates etc. As a result, it
is not always straightforward to snap a positional item to the nearest node or
link of the network. It may occur that locations could fall several meters off the
road centerlines, and thus might be wrongly assigned (dotted segments in Fig.
3a). In addition, raw positional data are inherently noisy and must be properly
cleansed before attempting any map-matching. For instance, vehicle positions
should be ignored in case they might indicate manoeuvres for on-street parking
followed by immobility, entrance into a private garage or parking space etc.

This problem is definitely crucial, but orthogonal to our approach. Thus,
we can make use of any state-of-the-art algorithm like [3,5,19,20] that mini-
mizes erroneous assignments under proper tolerance metrics (such as Fréchet
or Hausdorff distance), also taking into account the recent vehicular movement
as well as network features (e.g., direction of traffic flow, road hierarchy etc.).
Depending on the technique, apart from timestamped points, other features like
bearing or speed could be used for more accuracy. We integrate spatial access
methods for indexing and fast retrieval of road entities, since identification of
relevant segments must be performed for every incoming position. The result
of map-matching is a sequence of road segments which the vehicle has suppos-
edly traversed. Yet, we need something more: we also have to know when this
vehicle entered each particular road segment, assuming that it kept moving at
an estimated speed along each segment. As shown in Fig. 3b, interpolation of
timestamp values from the original samples along involved road segments can
provide a fair approximation of such entrance times. Note that when a car turns
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Fig. 3. (a) Mismatching and occasional gaps. (b) Map-matching of positional samples.

into another road, intermediate segments should get included into the sequence,
so we utilize a shortest-path algorithm between successive samples.

Consequently, such incremental trajectory feeds contain tuples that denote
when a given vehicle entered a particular road segment and what was its ac-
tual velocity. This latter feature involves simple manipulations with the latest
displacement of each moving vehicle, by comparing its current and previously
reported position. Apart from the speed, we also need to know the direction of
movement, which is quite significant for bidirectional roads.

3.2 Multi-resolution Traffic Analytics

The main processing task deals with online aggregation against map-matched
trajectory feeds. Although such spatiotemporal computations are not particu-
larly sophisticated, they must be repetitively applied across an extended network
with thousands of links, and also keep track of the most recent traces for numer-
ous vehicles. Such a task cannot be accomplished by a traditional DBMS, not
only because of the unsustainable burden of frequent transactions, but also due
to the necessity for incremental response to continuous traffic analytics.

We advocate for a lightweight, special-purpose stream processing mechanism
that works in main memory and can offer qualitative, real-time estimates for:

– Average speed. Since every trajectory tuple for a given vehicle always states
which road segment it currently traverses and at what speed, this aggregation
is just a grouping of items by their road identifier.

– Expected travel time can be simply expressed as quotient of the geometric
length of each road entity over its estimated average speed.

– Vehicle counts. This measure of traffic load is actually based on samples,
since monitoring all vehicles moving in a city is not realistic by today’s
standards. Still, such counts might be useful as a rough indication of flow
saturation, but primarily for assessing the accuracy of other traffic statistics.

Preferably, traffic estimates make sense for larger sections or axes (i.e., top tiers
of road network) in order to attain sufficient samples. If only a few vehicles
are currently moving along a large stretch of a road, then this sample may not
be representative, so doubtful measurements should not get publicized. As a
means of coping with such inherent deficiencies and also offering succinct traffic
information, we opt for computing multi-resolution analytics according to:
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– Spatial context. Data can be progressively aggregated at multiple network
tiers (mostly axes and sections) so as to offer more insight into actual traf-
fic conditions. For instance, flow may appear almost regular along an axis,
but at a certain section the situation may be worsening. Similar roll-ups
or drill-downs at varying levels of detail can help explaining certain traffic
phenomena. Depending on application requirements, more options are possi-
ble: travel times may be estimated for several frequent routes (e.g., from/to
the airport); low speed in designated zones may indicate congestion (around
major junctions, near terminal stations or commercial districts) etc.

– Temporal context. Aggregating over the latest measurements only (e.g., in-
stantaneous speed of each vehicle) can hardly give a truthful glimpse of traf-
fic status. In most cases, data should be examined at varying time horizons
(during past 5, 10, 30 minutes or more) for smoothing fluctuations caused
by waiting times at traffic lights, impulsive reactions from drivers etc.

– Traffic context. Analyzing data by vehicle type can give precious clues about
driving patterns for buses, taxis, trucks, passenger cars, etc. Besides, for se-
lected arterials or road classes, this breakdown can also provide the presumed
traffic composition (i.e., % of each vehicle type over the total traffic).

With respect to time frames, it matters not merely the period of interest for the
latest streaming data, but also how frequently analytics should get refreshed. As
in most stream processing engines, we stipulate sliding windows [15] for specify-
ing the range ω (e.g., samples received during past 10 minutes), the sliding step
β (e.g., results get reevaluated every minute) and the initiation time τ0 of this
computation. Note that parametrization of time frames is based on timestamps,
in order to accomplish incremental production of results at regular intervals.
Certainly, the exact window specifications are application-dependent, but they
can be fixed in case of periodic evaluations (e.g., rush hours), or ad-hoc for
capturing specific events (such as traffic near a sporting venue).

3.3 Derived Annotations

As soon as a new batch of traffic analytics is produced, this information should
be forwarded to users. But is it worth returning the exact statistics for average
speed or travel time per road, since these are just presumed estimates? We
suggest that such approximate data should better be translated into inferred,
qualitative indications. Indeed, knowing that the observed road speed is 12 km/h
may seem too detailed and hardly precise due to limited samples, whereas an
indication of ”slow speed” is fairly reasonable, succinct and clear.

We employ a post-processing stage that interprets traffic analytics into anno-
tated information according to its intentional use, particularly in web and wireless
platforms. Determined by the type of services to be offered (e.g., maps, charts,
statistics etc.), a variety of lookup tables may be utilized to transform numerical
into categorical data. For instance, distinguishing speed values as ”slow”, ”mod-
erate” or ”fast” is easily comprehensible, especially when depicted on maps with
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suitable symbology. Deviations of observed travel times from historical figures
could simply characterize the congestion level of each road feature as ”heavy”,
”normal” or ”light”. Note that such classification could be done dynamically
according to time-dependent lookups (e.g., ranges may vary for rush hours, hol-
idays etc.) and domain expert knowledge of local traffic conditions.

3.4 Updateable Synopses

Although online manipulation of incoming updates is our main focus, it should be
noted that certain historical data may also prove valuable to traffic analysis. Raw
positional data should not be maintained, not only because of privacy concerns
but also due to their accumulating bulk. Nevertheless, properly summarized
information about speed profiles per axis, vehicle counts or travel time estimates
for traversing each road segment, can all be permanently stored in tables for both
online use and offline historical comparisons.

Such concise synopses come from further aggregation of traffic analytics at
multiple granularities [14]. Taking into account some expert knowledge, applied
windows may span time periods varying from a few minutes to an entire day.
Such post-processed data are incrementally appended into summaries and thus
essentially maintain several evolving timeseries for critical parameters (speed,
flow level, travel time etc. per road). In addition, the most fresh batch of such
aggregates may also be used to offer online services, particularly for finding
time-dependent shortest paths according to fluctuating traffic conditions.

3.5 Event Detection

Timely recognition of emerging incidents across the road network is of great
importance for traffic surveillance. Such interesting phenomena include:

Link saturation: When the observed speed along a road steadily approaches or
drops below a threshold (deduced from statistics over this time period), there are
high chances that this link might soon become overloaded. As we discussed in
[14], computing average speed values against nested time frames (say, spanning
5, 10 and 20 minutes) could instantly give a sign for unsatisfactory flow.

Deteriorating traffic flow: We can make use of a multi-level linear regression
algorithm for discovering trends in traffic patterns across selected roads. The
method we introduced in [14] involves multi-granular windows for online estima-
tion of linear fits over varying time ranges in the recent past. When the current
slope of these trendlines exacerbates or deviates substantially from the histori-
cal pattern of vehicle circulation on a road, traffic controllers can be notified to
investigate the possible causes of that unusual situation (e.g., an accident, an
inundated underpass after heavy rain, lengthy queues towards the stadium etc.).
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4 Cross-Platform Content Delivery

The wealth of traffic data gathered and analyzed through the processing engine
makes its availability to the public a challenging opportunity for versatile, cus-
tomized, and timely dissemination of information through web and mobile plat-
forms. Offering online traffic analytics and event warnings can be accomplished
with a user-friendly combination of rich visualization tools, interoperable data
formats and modern technological outlets, as we explain next.

Advanced Visualization. Interactive maps are the perfect means for convey-
ing traffic information. World-scale mapping infrastructure (e.g., GoogleMaps,
OpenStreetMap etc.) or commercially available cartographic data could be used
as the backdrop for real-time traffic monitoring. Properly annotated analytics for
average speed, expected delays, and incident locations across the network can be
exported in XML, RSS etc. Furthermore, correlating results with the underlying
road network can also dynamically produce geographic features in GML/KML
formats. Taking advantage of a multitude of APIs and open-source libraries, such
dynamic layers can then be easily superimposed over the basic map with stan-
dardized symbology (colors, symbols, legends). On the other hand, continuously
maintained speed profiles and traffic composition for roads could be illustrated
with diagrams, histograms or charts. Last but not least, geographic annotation
could integrate multimedia content (e.g., images linked to event locations, or
streaming video from surveillance cameras), as well as eye-catching animation
(e.g., flashing heavily congested links).

Customized Presentation. Traffic controllers, public authorities, and drivers
often have differing perceptions of the traffic status. A common driver is pri-
marily concerned about congestion along her way, while the Police usually want
to avert bottlenecks and keep a regular flow mostly throughout arterial roads.
Thus, results should be made available via localized views at various levels of
detail (city, district, neighborhood) or depending on proximity to the current
location of the driver.

Apart from standard information available for free, subscribers of the service
may be offered a personalized view of the map with more detailed content. For
example, user preferences could affect the desired level of resolution, refresh
periods, filters for particular types of events, specific zones of interest etc. In
addition, registered users may be allowed to post their remarks or hints to other
drivers (e.g., a tweet to avoid a congested route).

Multi-modal Availability. Nowadays, the Web is the primary medium for
making data easily accessible to the public. Hence, a user-friendly portal is in-
dispensable for presenting and searching traffic information, combining maps,
text, charts or multimedia. In addition, web services can be offered to public
authorities or subscribed companies, such as fleet management agencies, taxi
associations, delivery firms, advertising, radio/TV stations, etc. Such services
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can provide custom information including privacy-preserving statistics, traffic
composition, speed profiles for roads etc.

Development of mobile applications for smartphones, tablets and PDAs would
prove by far the most popular solution, as drivers can become aware of the
traffic conditions while on the move. From instant notification about incidents, to
interactive maps, to alternative route planning or a suite of online facilities (e.g.,
route recalculation, message tweets, image posts), the potential is enormous.

Broadcasting notifications can also be achieved in various ways. Depending
on their preference settings, subscribers could receive urgent alerts with SMS
texts or monitor periodically refreshed RSS feeds for incidents of their particu-
lar interest. Traffic message boards along major roads can display warnings to
the drivers, whereas touch screens in parking lots or gas stations around the city
could be used to depict interactive maps and news feeds. Finally, traffic mes-
sage channel technology (TMC) via radio frequencies is currently operational
worldwide for delivering traffic and travel information.

5 The EPOPS Prototype

EPOPS1 is the acronym of our framework for EventProcessing andOnline mon-
itoring of Positional Streams. We have begun implementing a traffic monitoring
platform using the open-source TelegraphCQ stream engine [17] and publicly
available APIs. A central processor is continuously ”listening” for streaming ele-
ments, whereas annotated analytics and events are periodically materialized into
XML formats, thereafter available through web and mobile interfaces.

5.1 Data Management

Due to lack of real-time traffic information, EPOPS is currently tested against
synthetic datasets that represent random itineraries of 10 000 vehicles circulating
at the road network of greater Athens. We simulate online updates, enforcing a
very frequent arrival rate of a new location per moving vehicle issued every 15
seconds. We assume no stream imperfections (e.g., missing or delayed data), so
all positional items can be ordered by their original timestamp values.

Although TelegraphCQ is a research prototype with certain limitations (e.g.,
no support for nested subqueries or stream self-joins), it has been built on top
of PostgreSQL. Hence, it comes readily equipped with built-in spatial operators,
functions and data types (point, path, polygon, etc.), offering a great benefit
for expressing continuous queries over geospatial streams as we demonstrated
in [13]. Using SQL-like commands, we have defined a schema for maintaining
static data (spatial and non-spatial tables) as well as properly organized stream-
ing data (concerning incoming locations and derived features). At the least,

1
�πoψ is the ancient Greek name of the Hoopoe (Upupa epops), a colorful bird with a
distinctive ”crown” of feathers. In Aristophanes’ comedy ”The Birds” (�ρνιθες, 414
BC), two Athenians are in search of prince Tereus, whom the Olympian gods have
turned into a hoopoe and charged as all-seeing ruler (παντεπóπτης) over the birds.
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each moving vehicle relays tuples 〈vehicleID, x, y, ts〉 with its geographic
position in lon/lat coordinates at timestamp ts. This data resides at stream
table Positions in main memory. The road network of Athens is stored in
spatial table RoadSegments and its polyline features are indexed with R-tree.
Thanks to a three-part coding scheme, higher tiers are defined as external views
(RoadSections, RoadAxes) over the detailed road segments.

We developed stored procedures in PL/pgSQL for coping with map-matching
of observed locations into road network features. As positional items are turned
into trajectory sequences that feed a stream table Trajectories, windows are
employed in order to periodically derive traffic analytics at varying levels of
resolution (sections and axes). Streamlined results are always emitted with the
latest timestamp value, thanks to the wtime(*) function of TelegraphCQ.

Specifically, a tumbling window [15] fetches the most recently received items
and assists in computing an indicative traffic load as vehicle counts. Note that
the cutoff threshold of 10 samples could be varying for each road section:

SELECT T.SectionID, COUNT(T.VehicleID) AS Num vehicles, wtime(*) AS ts

FROM Trajectories AS T [RANGE BY ’15 SECONDS’ SLIDE BY ’15 SECONDS’

START AT ’2011-11-28 12:00:00’]

GROUP BY T.SectionID

HAVING COUNT(T.VehicleID) > 10;

Instead, for computing the average speed per axis, a sliding window is employed
to aggregate instantaneous speed values over the past 5 minutes. Results are
updated every 15 seconds, in pace with newly arriving measurements:

SELECT T.AxisID, AVG(T.Speed) AS Avg speed, wtime(*) AS ts

FROM Trajectories AS T [RANGE BY ’5 MINUTES’ SLIDE BY ’15 SECONDS’

START AT ’2011-11-28 12:00:00’]

GROUP BY T.AxisID;

Expected travel times over road features can be also expressed with an adequate
sliding window. Correlating the geometric length of each axis (as obtained from
view RoadAxes) with the respective speed estimate during the past 10 minutes,
easily provides such time-dependent figures every minute:

SELECT T.AxisID, R.Length/AVG(T.Speed) AS Travel time, wtime(*) AS ts

FROM Trajectories AS T [RANGE BY ’10 MINUTES’ SLIDE BY ’1 MINUTE’

START AT ’2011-11-28 12:00:00’], RoadAxes AS R

WHERE T.AxisID = R.AxisID

GROUP BY T.AxisID;

Incremental results from this continuous query could be appended into a synopsis
that may serve online routing requests from users. Indeed, by updating network
cost values with these evolving travel times and making use of the pgRouting
module [16] for PostgreSQL, we managed to provide a shortest path facility
for resolving routes between arbitrary origin/destination points. We have also
successfully experimented with a scenario for online toll charging against drivers
that habitually aggravate congestion levels during rush hours.
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Fig. 4. Web interface for the EPOPS prototype

In terms of event handling, we currently support issuing of incidents from au-
thorized users only. Tuples like 〈eventID, x, y, ts, type, message, media〉
get inserted into a stream table Events, stating occurrence of an incident (car
crash, road works, etc.), along with a textual message and multimedia content
(image or video). We are working towards integration of our standalone algo-
rithms [14] for detecting events directly from traffic streams (cf. Section 3.5).

5.2 Multi-modal User Interfaces

In terms of content delivery, EPOPS intends to facilitate user interaction with
traffic information in an intuitive fashion. Implemented interfaces for web (with
JavaScript and php scripts) and smartphone platforms (in Android SDK) offer
functionalities that can handle maps, notifications and multimedia content.

More specifically, both interfaces are centered around geographic maps us-
ing GoogleMaps API. Typical cartographic operations are built-in, so our effort
focused on proper rendering of dynamic layers (speed, delays, events) with suit-
able symbology. Reported events and annotated aggregates from online anal-
ysis in TelegraphCQ get periodically posted at the server in various formats
(XML, KML, RSS). Derived elements become available at multiple resolutions,
expressed in different map scales and event rankings. For example, zooming out
the map to the entire city only displays speed levels along major axes and a hand-
ful of the most important incidents. But zooming into a neighborhood retrieves
more detailed information for road sections and all events occurred recently in
that area. To help reduce communication costs and response times for render-
ing, we have chosen to provide lightweight KML files with properly generalized
shapes (simplified polylines) depending on the actual map scale on screen.
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Fig. 5. Screens of Android application for the EPOPS prototype

Aside from visual inspection of traffic phenomena, the implemented web in-
terface (Fig. 4) also offers: localized views when the user chooses an area of
interest, a widget for actual weather conditions, as well as scrolling messages
for events as they occur (accidents, road works, demonstrations, etc.). Further-
more, users may display photos for chosen incidents and even watch videos from
surveillance cameras at major junctions. Because access to streaming video is
not yet authorized for our tests, we currently show archived footage only.

The Android application for EPOPS (Fig. 5) offers a basic screen for map
rendering of traffic layers with custom symbols, always at a spatial resolution im-
plicitly controlled by the actual scale. The user is able to personalize reception of
results according to her preferences; configuration is now limited to vehicle types
and time horizons, but more options are possible. Finally, the mobile application
connects to the server and accepts XML/RSS feeds with event notifications.

6 Related Work

Stream-based processing of geospatial data, also known as geostreaming, offers a
novel paradigm for spatiotemporal management, particularly for online monitor-
ing of location-aware vehicles. Spatially-enabled stream engines have emerged,
covering a wide range of topics related to ITS, such as data acquisition, map-
matching, aggregation, and prediction. CarTel [10] is a mobile sensor computing
platform designed to collect, process, deliver, and visualize data from sensors lo-
cated on automobiles. IBM InfoSphere Streams [1] shares a lot of features with
our approach, as it aims at scalability, timeliness and versatility of derived infor-
mation in ITS. This component-based distributed platform utilizes a declarative
language SPADE for specifying data flow graphs as well as for deploying ap-
plications at runtime. Accordingly, a prototype ITS application was developed
for traffic monitoring in the city of Stockholm, using real vehicle GPS readings
and road network maps. Besides, an evaluation framework equipped with data
stream mining algorithms is proposed in [7] specifically for traffic applications. In
a case study, cooperative cars exchange messages through cellular infrastructure
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and the proposed techniques may detect road segments with queue-ends. Finally,
GeoInsight [11] is based on Microsoft SQL Server StreamInsight platform and
leverages continuous query execution with spatial and temporal capabilities, as
well as ad hoc analytical extensions for online refinement and prediction. Their
demo scenario handles streaming data from traffic sensors in Los Angeles county,
and correlates it with historical statistics in order to predict future trends. As
opposed to such sophisticated, full-fledged commercial engines, our prototype
takes advantage of open source processing software and endorses mobile tech-
nology features for cross-platform dissemination of traffic statistics.

Regarding map-matching of sensed vehicle locations, one class of algorithms is
mostly geared towards maximizing accuracy of the resulting road identifications.
Having a traffic engineering flavor, such approaches (e.g. [19,20]) attempt to
minimize any mismatched links and reduce error propagation. A second class
primarily focuses on maximizing throughput without compromising quality, thus
taking a data management perspective. Throughput-oriented techniques can be
further characterized either as: (a) incremental based solely on positional samples
[8,5], when they examine edge distances and orientation of movement so as to
greedily expand the existing path with an additional edge for fast response, or
(b) global [2,3,4,12,21,23], in case that they check against all possible trajectories
to find the most similar to the actual movement with better accuracy. More
specifically, [4] proposed an ε-road-snapped trajectory construction algorithm in
a weighted graph representation that returns a path, whose Hausdorff distance
to the vehicle trajectory does not exceed location-sensor error ε. Based on a
combination of spatial, topological and temporal features, a global ST-Matching
algorithm in [12] considers GPS trajectories of low sampling rate. Exploiting the
evolving trajectories of vehicles, algorithms introduced in [3] consider the entire
path of a vehicle instead of its current position only. In essence, they attempt
to minimize the Fréchet distance between the trajectory and the constructed
sequence of road links; the computed distance also serves as a quality guarantee
for the result. Such an approach, possibly enhanced with error estimates and
output sensitivity [23], seems suitable for real-time tracking. Without excluding
global techniques, an incremental one suits better to our scenario, as the cost
of checking with potentially large trajectories would be prohibitive for increased
stream rates of GPS readings. Since we presently handle synthetic datasets, for
simplicity we take the shortest path between consecutive GPS measurements
along the network as a close estimation of the vehicle trajectory, as in [1].

Aside from popular web sources (e.g., Google Maps, Yahoo Maps, Bing Maps,
ESRI ArcGIS Online) that mostly visualize digested data, various methods have
been proposed for travel time and shortest path estimation specifically for float-
ing car data. Indicatively, algorithms in [6] are based on neural networks and
pattern matching and offer short-term predictions. Characterizations of unique
traffic patterns per road are addressed in [24], whereas [22] correlates GPS
points with neighboring ones in space and time, in order to assess traffic status.
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For travel time estimation, [18] combines archived data with live traffic feeds
in a streaming-oriented mode. In contrast, we opt for multi-resolution, succinct
traffic statistics intended for easily perceptible portrayal and quick notifications.

7 Conclusions and Further Extensions

Overall experience from our functional prototype is more than encouraging.
Implementation of EPOPS is still a work-in-progress, but already integrated
modules offer concrete evidence for its robustness and low latency. The stream
model for processing positional updates, as well as the hierarchical organization
of network features have proven decisive factors for achieving timely, concise and
multi-grained results. However, the most promising prospect comes from swift
integration of modern geospatial, mobile, and web technologies for online deliv-
ery of traffic analytics. We anticipate that similar platforms will soon become
the chief providers of real-time information for road traffic and safety.

In terms of scalability, it appears that even a full-fledged stream engine shows
certain limitations when faced with increasing data volumes and arrival rates. In
our extensive tests, TelegraphCQ was proven able to emit results promptly, but
we believe that monitoring applications may need to accept information from
tens of thousands of vehicles or more. A successful system should adequately
fuse complementary tracking data that emanates from diverse devices (inductive
loops, cameras etc.) and flows through heterogeneous networks. Not only could
such a deployment provide better estimates, but it also opens prospects for
custom web services to partners in related domains (logistics, transport, car
navigation systems etc.) and social networking (user feedback, quick suggestions
etc.). In that respect, traffic stream computing in the cloud would provide a
flexible, highly-distributed solution.

We further envisage a probabilistic treatment for addressing the inherent un-
certainty, gradual ageing, and transmission delays of positional streams. Traffic
forecasts at short-term horizons (like 15, 30, or 60 minutes ahead) could be
issued, gracefully weighing online analytics with offline statistics. Developing
approximation algorithms in order to get traffic estimates with error guarantees
seems a promising and quite challenging topic for research.

Acknowledgements. We would like to thank M.Sc. students Kyriakos Geor-
goussis and Chrysaida Papadopoulou for their collaboration in developing demo
applications for online toll charges and shortest paths over this framework.
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Abstract. Context-awareness has been successfully included in the mo-
bile phone applications due mainly to the presence of numerous sensors
and the access to several communication networks. Therefore, we present
a Context-Aware Web Content Generator Based on Personal Tracking,
which uses the user context information obtained by mobile devices to
generate content for a large number of web applications. While register-
ing the trajectory followed by the mobile device, it allows users to create
multimedia documents (e.g. photo, audio, video), which are connected
to an enriched description of the user context (e.g. weather, location,
date). Finally, all this data and documents are combined to produce a
new content, which is published on the Web. We also show results of
tests performed in a real scenario and describe our strategy to avoid bat-
tery overconsumption and memory overflow in mobile phones. Moreover,
a user evaluation is presented in order to measure the system perform-
ance, in terms of precision and system overall usability.

1 Introduction

Mobile phones, nowadays, are not simple call-making devices anymore. They
have already become real information centers. With all the embedded features
like GPS, accelerometer, Internet connection, digital camera, among others, a
user easily creates and publishes personal multimedia content. For instance, any
user can quickly take a picture and put it in his/her web-based photo album.
In addition, multimedia content can be enriched and organized with context
information collected by smartphones, such as date, geographical position and
current weather.

There are several applications that use context information to enrich and or-
ganize multimedia documents. This information might be proximity of people or
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objects in the photo, current temperature, date, etc. This type of metadata can
be obtained from sensors of mobile devices or from the web. With this informa-
tion associated, context-aware applications can better organize the multimedia,
providing user-friendly visualization of the content, and suggesting annotations
for document indexation[1][2][3].

In this paper, we go a step forward proposing the use of context information
to generate new multimedia content. First of all, the user trajectory is registered
by using the GPS sensor of the device. While registering the trajectory, the user
can produce multimedia documents, such as: photos, audio or video. Likewise,
context information can be associated to each multimedia created, as geographic
position, date, and temperature. These data will be easily shared to the Inter-
net, presented as a microblog, for example. In short, our system works in three
steps: i) collecting context and user-added data; ii) processing and organizing
them; iii) publishing the composed content on a web-based application (e.g.,
blogs/microblogs, web albums).

It is also important to mention that context-aware systems have some depend-
encies that may not be satisfied in some situations. The Internet connection, for
example, can be limited or even not available at certain moments. Another prob-
lem is related to the mobile device battery. For example, all these features (GPS,
Bluetooth, Internet access, etc.) are necessary to the context data acquisition,
but they spend too much electric power. In order to minimize these depend-
encies, we propose some design decisions that have impact in trajectory and
context gathering mechanisms.

In the interest of evaluate the system usability and the performance of our
gathering mechanisms, we apply it in a challenging scenario. It was used by three
of the crewmembers of a boat as a digital logbook. The system registered the boat
trajectory, allowed the insertion of photos, suggested annotations using context
information and published the content in the blog of the project ZeroCO21.

The organization of this paper is presented as follows. Section 2 presents
related works and introduces an overview about context-awareness. Section 3
presents our proposed system. Section 4 discusses a case study of our system tested
in a real situation. Section 5 presents results of the system performance and user
evaluation. Finally, Section 6 concludes this work and gives some perspectives.

2 Context-Awareness Is More Than System Adaptation

Several research areas use the notion of context with distinct meanings.
In the field of information systems, the concept of context refers primarily to

the user status and the surrounding environment at the moment he/she is ac-
cessing a system. Frequently, the knowledge of the user location is a prerequisite
for the success of this kind of system. According to Dey et al. [4], the context
is constructed from all information elements that can be used to characterize
the situation of an entity. An entity is defined as any person, place or thing
(including users and the own applications) considered relevant to the interaction

1 www.zeroco2sailing.com/blog/
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between the user and the application. Consequently, the term “context-aware” is
associated with systems that guide their behavior according to their context of
use. Most authors in this field consider context awareness as the ability to per-
ceive the situation of the user in several aspects, and adapt the system behavior
accordingly [5].

On the other hand, in the multimedia domain, the notion of context, and
mainly, its exploitation is slightly different. Context-awareness is more than
simple adaptation mechanisms. This distinction is studied in some works, such
as Naaman et al. [6], which presented the behavior of users to organize and find
photos. In fact, most of the information referred by people about their image
memories consists of aspects related to their context at the moment the photo is
taken (when, where, with who, etc.). These authors argue that the information
about the context creation of a photo facilitates the search of a specific photo in
a set of multimedia documents.

The popularization of mobile devices equipped with location sensors and GIS
(Geographical Information Systems) have provided the technology and data ne-
cessary to develop multimedia systems able to gather the desired context inform-
ation. Nowadays, we can categorize these context-aware multimedia systems in
three groups: multimedia organization and annotation tools; multimedia sharing
systems; and context sharing systems.

2.1 Multimedia Organization and Annotation Tools

Following the aforementioned concepts in Naaman et al. [6], some research pro-
jects and commercial applications propose automatic photo annotation by using
context metadata. In fact, nowadays, the use of photo geotagging is not unusual
for mobile users since most of the smartphones contain geotagging applications.
For example, in Kennedy et al. [7], the authors identified local markers from
110,000 Flickr images of the San Francisco Bay Area. Most of the photos were
taken from mobile phones and were georeferenced. Hence, image data with views
that best represent a marker according to visual similarity were retrieved by
means of a marker or location search.

Research projects, such as PhotoGeo [3], PhotoCopain [8], MediAssist [2], and
PhotoMap [9] gather a larger set of contextual metadata, which includes user
location, identity of nearby objects and people, date, season and temperature.
They exploit these contextual metadata for photo organization, publication and
visualization. For instance, PhotoMap provides automatic annotation about spa-
tial, temporal and social contexts of a photo (i.e., where, when, and who was
nearby). PhotoMap also offers a Web interface for spatial and temporal naviga-
tion in photo collections. The system exploits spatial Web 2.0 services to show
where a user took the photos and the itinerary followed when taking them.

2.2 Multimedia Sharing Systems

The modern capabilities of mobile devices and the success of Web 2.0 sites
stimulate a new kind of multimedia phenomenon: the create-to-share behavior
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[10]. Mobile users create multimedia using their devices and with the purpose of
sharing the information almost instantly.

Some context-aware systems try to exploit context metadata to increase this
experience of multimedia sharing [10] [11]. For instance, Zonetag projects [10] use
the position information to suggest the photo annotation before sharing it. Other
approaches aim to refine the multimedia content taking into account the user
context. For example, the Aware project [11] replaces the MMS application in
Nokia mobile phones by a context-aware application, which adds automatically
the position information to each MMS sent by the user, such as an address
derived from the combination of a GSM Cell-ID and an address database.

2.3 Context Sharing Systems

A large number of messages shared on social networks, such as FourSquare and
Twitter microblogs, refers to the information of user context. Hence, this inform-
ation can be derived automatically by mobile phones equipped with sensors [12]
and published on these Web sites. For instance, ContextWatcher [13] is a mobile
application to capture and share the most common context information. The
main objective is to acquire and describe accurately the current status of the
user. The context information of a user is composed of position (e.g., geographic
coordinates, altitude and address), speed, humor, heartbeats and weather. All
this information is combined and published over a map-based site that shows
the current context of all users.

Other approaches, such as Melog [14] and SnapToTell [15], propose the gen-
eration of more complex multimedia documents from a set of pictures created
by users and the context information associated to them. For instance, Melog
tries to recognize events by using clustering techniques. The identified events are
used to structure a micro-blog about the user travels.

3 Our Approach

Taking into account the classification of context-aware groups, our proposal can
be classified into groups one and three. Figure 1 presents an overview of our
system, which is divided in three main parts: Data Acquisition, Data Processing
and Publishing. Data Acquisition concerns the sensor application, note writing,
data capturing and every other data collection process. After that, all acquired
data will be processed in the Data Processing. In this part, the system uses
the raw data in order to capture inferred information and to suggest a textual
annotation. When the user context is properly collected and inferred, the Pub-
lishing part initiates its process. Finally, a new content is formerly produced and
can be shared in the Internet, taking into account the association of each context
information.

For instance, a user is registering the trajectory of his/her boat trip using our
system. While he/she is arriving in the harbor, he/she decides to take a photo of
another boat. At this moment, besides the photo, the sensors acquires context
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Fig. 1. System Overview

information, such as position, direction, speed and weather2. The collected data
is manipulated by the second part in order to acquire inferred information and
to suggest textual annotations to the user. After validating the annotations and
association with the photos, the user can visualize his/her augmented trajectory
and publish the content on the web.

Nowadays, one of the main features of context-aware systems is the location
tracking. Our system also relies in this feature. It gets the mobile device posi-
tion periodically by GPS and derives the trajectory followed by the mobile. In
addition, GPS collects the geographic location of a taken picture to add this
information in the metadata. This action is important to help the content gen-
eration as well as to acquire new information (e.g., weather) of a photo that
was previously taken. These three parts of our system are detailed in the next
sections.

3.1 Data Acquisition

One of the most important parts of our system is the data acquisition. It uses
the sensors in the mobile device to get information about localization, device
orientation, speed, time, etc. In addition, some initial notes made by the user
are also considered as Data Acquisition.

During the data acquisition process, we have to do the relations between each
information collected, as presented in Figure 2. According to the Figure, the user
starts the data acquisition process in the mobile device. The tracking mechan-
ism, then, begins to register the user trajectory. While the tracking mechanism is
running, the user decides to take a photo, creating a new event. At the moment,
the parameters of the digital camera are defined. Besides that, the context in-
formation is gathered using sensors. Other kind of information can be obtained
if an Internet connection is available, such as the location name and weather
conditions, both using the position information acquired by the GPS.

2 Weather will be acquired if an Internet connection is available.
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Fig. 2. Sequence Diagram of Data Acquisition

Since we are working with mobile devices, the efficiency of our system is dir-
ectly related with the battery consumption. To reduce the overconsumption of
battery, we propose the insertion of a distance filter in the tracking mechanism.
The key idea is to avoid registering coordinates for short distances. Consequently,
we have to observe what is the best distance filter value to register the coordin-
ates. For example, we define the distance filter equal to 10 meters, the mobile
device will register the current position in the metadata if it is higher than 10
meters. Otherwise, it will be dropped. The distance filter is an important fea-
ture of our system because it is responsible for the relation between battery
consumption and trajectory construction.

In order to improve the data processing step, it is important to organize
the acquired data into the metadata. Therefore, we used tags to arrange each
information in the metadata.

3.2 Data Processing

TheData Processing is the real core of the system. It is responsible to increase the
robustness of our system by offering more than a context-aware data collector, as
follows. It associates, suggests and organizes the information in order to provide
a comprehensive structure to be published.
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Making use of the acquired data organized by tags, the data processing part
is started. It has to provide an interface for users to facilitate the content gen-
eration. The key idea is to use the context information of a data to suggest
the text that will be published. Our system provides an initial recommended
text based on the information acquired by the mobile application. For example,
if a user is registering his/her trajectory and takes a photo in a specific posi-
tion, the system will generate a new photo with the name IMG0001 and will
register the coordinates 45o10’0”N, 5o43’0”E at 15:00 on 03/02/2010. Besides
that, the user adds a note describing some characteristics of the photo. Ac-
cording to Figure 3, a text is suggested for each acquired data. Following the
previously example, if the user selects the photo IMG0001 in our system inter-
face, then a new text might be suggested: “The photo IMG0001 was taken on
the location < location name > at 15:00 on 03/02/2010 and the weather was
< weather status >. < additional note >”.

  

<time>15:00</time>

<date>03/02/2011</date>

<latitude>45.17°</latitude>

<longitude>5.72°</longitude>

<name>IMG001.jpg</name>

metadata file

The photo IMG001 was taken
at 45.03° N, 5.72° E (Grenoble)
on February 3rd, 2011 at 15:00h.
The weather was sunny.
Beautiful day in Grenoble!

<weather>sunny</weather>

Suggested text

<location_name>Grenoble</location_name>

<note>Beautiful day in Grenoble!</note>

Fig. 3. Data Processing

If the mobile device due to an absence of connection does not acquire the
information of location name and weather, our system interface has to be able
to obtain this information based on context information. Nevertheless, the spe-
cialized web services provide the weather status for present and future times. To
solve this problem, we propose a mechanism to capture this information using
a HTML parser in order to get the location name and weather status for the past
time. This parser reads the web pageDailyHistory of theWeatherUnderground
and obtains the weather status related to the context information provided by
the acquired data. When the user generates the content to describe all events
registered during his/her trajectory, the third step of our system can be started.
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3.3 Publishing

The last part of the system is responsible for publishing the content produced.
In Figure 1, we have proposed some applications to publish the content, such
as microblog, SMS, mobile application, etc. In spite of the existence of a large
number of applications to publish the content generated by our system, we choose
the web content publication on blogs/microblogs because of their natural manner
to publish the web content. Their structure, based on individual posts, is perfect
to publish a data with context information. We can use the natural content
organization to sort the posts in terms of the context information. Moreover,
the user could view the content organized by day or by place, for example.

In addition, we propose a map-based interface and pop up windows in order to
present the content (annotations, photos, audio, video and context information
related to a position) in the trajectory. We intend to use map-based interfaces
taking into account the usability studies presented in the literature [16][2]. These
works show that map interfaces demonstrate more interactivity advantages than
browsing information with hierarchical links. Moreover, with a map-based in-
terface, we can easily illustrate the trajectories generated by the mobile users
together with the context information.

4 Using the Proposed System in a Real Situation

To evaluate the efficiency of our system in a real situation, we implemented
our proposal for the ZeroCO2 project [17]. We designed our system to be a
digital logbook during a boat expedition around the Mediterranean Sea. The
logbook, which was created as a book to record readings from the ship log [18],
is an essential instrument to the navigation and has to be used daily. In general,
the crew uses paper-based logbooks to register all information and, frequently,
the information is collected from distinct equipments. Hence, we concluded that
our system was able to create a complete logbook for this boat expedition. In
addition, the challenging scenario of the sea added some problems involving the
recurrent absence of Internet connection and the lack of battery charging.

Our system was responsible to track the trajectory followed by the boat,
adding all context information to each registered coordinates. Although our sys-
tem proposes the use of audio, video and photo as data, we used only photos for
this first experiment in the project ZeroCO2. Taking into account this scenario,
we face new challenges that have motivated us to improve the context-aware
system proposed in the previous section.

4.1 Challenges and System Improvements

When using any context-aware application in the sea, we have to handle new
challenges in order to avoid problems in the application and information loss.
The main difficulties that we consider in this work are detailed as follows.
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– Lack of Continuous Internet Connection. In a sea expedition, fre-
quently, there is an absence of Internet connection on mobile phones. 3G
or 4G signal is perceived only when the ship is near the coast. Some high-
level context information, like a location address, can be computed in a
future moment (i.e., when an Internet connection is available). However,
some other data cannot be easily recovered. For instance, Weather Forecast
services only provide real-time information. For this reason, a special context
“cache” system should be designed for providing past context information.

– Robustness. the absence of Internet connection and the movable nature of a
ship expedition make the remote repair of the mobile application impossible
or in situ. Thus, the mobile application has to be reliable. Previously, our re-
search team has also developed context-aware multimedia systems following
the architectures of PhotoMap [9] and CoMMediA (Context-Aware Mobile
Multimedia Architecture) [1]. Therefore, we tested both projects that adopt
Java Mobile Edition as mobile platform. In the user tests of these systems,
some memory overflow incidences occurred caused by simultaneous access
to the GPS sensor and the camera phone. This problem occurs even when
using synchronized threads, and, sometimes, requires redeployment of the
mobile application.

– Energy Limitation to Recharge Mobile Devices.Another critical prob-
lem found in the PhotoMap and CoMMediA projects was heavy energy con-
sumption during the use of the mobile application. For instance, in forty
minutes, the battery of a Nokia N95 was fully discharged since GPS, photo
camera and Bluetooth sensors are greedy in energy consumption. In some
ship expeditions, electric energy restrictions are present and the mobile ap-
plication should be designed to overcome this issue.

Based on the system overview presented in Figure 1, we decided to divide the
digital logbook in three parts: a mobile application to register the boat traject-
ory; a desktop application to receive the acquired data and generate the web
content; and a blog to publish the content.

An overview of the digital logbook is presented in Figure 4. The Data Acquis-
ition process was developed in the iOS platform, since the user-friendly inter-
action is well known in this mobile platform. The mobile application performs
the boat tracking, take the photos, and carries out the relation among each data
and its context information. It is important to note that some of Data Processing
features were also implemented in the mobile phone, such as the inference mech-
anism to get the weather status and location name.

The Data Processing step was implemented as a desktop application to offer
an interface of creation and publication of web content. It implements the module
to get the context information that was not acquired by the mobile application,
using the HTML parser. Another important feature in the desktop application is
the function of text suggestion for each photo. We tried to develop a robustness
and intuitive interface user interface to improve the usability.
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Fig. 4. Digital logbook parts

The Publishing step was developed using an open source blog solution, which
is available on the web page of the ZeroCO2 project3. It shows the complete
digital logbook, containing the content generated by the crewmembers and the
map with the boat trajectory.

4.2 Mobile Application

The mobile application interface is shown in Figure 5. As we can observe,
there are two main functions: the tracking mechanism and the digital cam-
era. The tracking mechanism is responsible for registering the geographic co-
ordinates to construct the trajectory. The interface shows the position, speed,
date and, if Internet connection is available, wind speed and humidity. The di-
gital camera takes a picture and, automatically, adds the context information
to it. There is also the option “Tag” with which you can add the information
manually.

An important result discovered during our tests is related to the use of
metadata following some standard, such as Web Ontology Language OWL [19].
Several solutions adopt this language to obtain inferred information about a con-
text. However, it needs to add a large number of information in the metadata
file to perform this task. Consequently, the mobile application generates several
unused information into the metadata file, causing some problems of memory
overflow in the mobile application. Therefore, we optimized the content of our
metadata files registering only the relevant information. Besides that, we de-
veloped our own local parser to get the information of each tag and to infer
about context information using the HTML parser.

3 www.zeroco2sailing.com/blog/
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(a) Tracking mechanism. (b) Digital camera.

Fig. 5. Tracking mechanism and digital camera

4.3 Desktop Application

The desktop application interface is shown in Figure 6. As stated, the desktop
application has two segments: the editing area and the visualization area. In
the editing area, the user can add an annotation based on the text suggestion
function of our system (Figure 3). Besides that, the user is able to edit previously
annotations. In the visualization area, the application shows the photo album
jointly with all context information about each selected photo. A small map
shows the position where the selected photo was taken. In addition, this interface
permits that the user captures weather status of a photo, in case this information
was not captured at the moment the photo was taken, due to an absence of
Internet connection. This is only possible due to our proposed HTML parser
(Section 3.2).

4.4 Web Application

The web application is a microblog solution, in which each annotation created
by the crewmember is posted. Some parts of the blog are shown in Figure 7. All
content generated by the user in the desktop application is stored in a MySQL
database and consulted by Java and PHP scripts. In addition to the illustrated
posts, it also presents a map showing the trajectory of the boat. This map was
developed with the Google Maps API [20]. We developed our map-based interface
taking into account the usability studies presented in the literature [2] [16].
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Editable Area Visualization Area

Fig. 6. Desktop Application Interface

The web application also performs an indexation process to improve browsing
and interaction procedures. The amount of multimedia and context information
increments quickly in our system. Then, to avoid future performance difficulties
related to the large number of access, spatial and temporal indexes are associated
with each annotation in the MySQL database.

5 Results

In this section we describe the performance and user evaluation of our system.

5.1 Performance Evaluation

The first evaluation was done during a travel around the Marseille coast. We
ran this first test to calibrate the distance filter option and to execute the per-
formance evaluation in the mobile phone. As explained before, this option is
responsible to define the detail level of the trajectory. We assigned the value
fifty meters to the distance filter, which means that a position will be registered
if it is higher than fifty meters in comparison with the last position registered.
With the first results, we refined our system to the second test: a travel from
Marseille to Ajaccio (Corsica Island).

Figure 8 shows the performance evaluation of our application in the mobile
phone during the interval from 26 to 29 minutes. The evaluation was conduc-
ted during the first tests, using the XCode Instruments [21] version 2.7. We
observed that the Total Load (i.e., System and User) and the Physical Memory
Free followed the same behavior while the mobile application functions were in
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operation. According to the results, the tracking mechanism requires approxim-
ately 10% of the memory and 25% of the processing to capture and register the
positions. Likewise, while the iPhone digital camera is working, the memory used
is approximately equal to 80% and the total load did not change. After taking
the photo, the function Save Photo can be selected. When the Save Photo func-
tion is activated, the maximum load is used to associate and register all data
and context information in the hard disk. Finally, the memory is cleaned when
all data and information are associated and saved and the total load returns
to follow the tracking mechanism. These results were important to guarantee
that the user can use the application for a long time without stopping it due to
memory or processing overhead problems.

Fig. 7. Web Application

Other important results are related to the mobile phone battery consumption
during the trajectory registration. In the first test, when the distance filter had
been configured to register each movement of the user, the iPhone battery level
was down to 10% after 2 hours. After setting the distance filter to fifty meters,
the iPhone battery level was down to 10% after 3 hours. Another factor that can
affect this result is the frequency that photos are captured.

5.2 User Evaluation

Once the first distance filter adjustments were performed, our system was used
by three ZeroCO2 crewmembers. After a one-week expedition, the users filled in
a general usability survey. Despite the small number of users, we have tried, with
this questionnaire, to measure the main benefits and issues of our context-aware
annotation proposal. We also wanted to know if using a mobile phone in an
“adverse environment” could disturb the real ZeroCO2 missions. The following
survey questions were asked:
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Fig. 8. Physical Memory Free and Total Load in the iPhone

– Rate how easy it was to create a digital logbook without and with our digital
logbook.

– Rate how fast it was to create a digital logbook without and with our digital
logbook.

– How do you qualify the accuracy of the digital logbook generated annota-
tions?

– Could you describe the main digital logbook advantages and shortcomings?

For the first three questions, a five-scale graph was provided in which the number
one corresponds to a very bad rate, and five corresponds to very a good rate.
For instance, for question 1, the number one corresponds to very difficult, and
five corresponds to very easy. Figures 9 and 10 show the experiments results for
the first two questions.

Without our system, the crewmembers have to synchronize all information col-
lected by a digital camera with a desktop application (e.g., a word processor) in
order to create a digital logbook. Additionally, another step has to be performed
for publishing the logbook information on the web (e.g., using a blog authoring
tool). With a mobile device and the digital logbook, most of the processes of
logbook creation, edition, and publishing are automated by our proposal. The
survey results presented in Figures 9 and 10 reflect the differences between these
two approaches. Interestingly, two users have given a greater difference in scores
concerning the time question (Figure 10), which shows how fast it is to publish
information with our digital logbook.

Regarding the accuracy question, two users have scored “precise”, and the
other one has scored “very precise”. Despite the use of distance filter option, one
can see that the generated annotation is still very satisfactory for the users.
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Fig. 9. Easiness comparison between our digital logbook and normal logbook tools

Fig. 10. Annotation time comparison between our digital logbook and normal logbook
tools

For question 4, the users have highlighted the advantages of intuitive interface
on the iPhone application, and the simplicity and speed for logbook creation.None
of the users have mentioned disruption on their daily missions. However, the syn-
chronization between the iPhone and the Mac book was pointed out as the main
drawback. Two users have even suggested skipping this step by editing the inform-
ation on the iPhone and publishing them directly on the Web.

With these results in mind, the generation of context-aware annotation is, as
we expected, a useful way to automate multimedia edition and publishing even
in an “adverse environment”.

6 Conclusion

In this paper, we presented a new context-aware web content generator based
on personal tracking. It is a context-aware system for the creation, annotation
and sharing of multimedia content. We showed that our solution was used as a
wizard editor for the generation of a real digital logbook. By designing a practical
and efficient strategy, our system provided a user-friendly interface and offered
a mechanism for context acquisition that avoids battery overconsumption and
memory overflow.
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Usability and performance tests were also performed in collaboration with
ZeroCO2 project. The user evaluation results demonstrated that the crewmem-
bers were comfortable using our system and found it an excellent tool to accur-
ately publish context information according to the geographical position. Beyond
our approach for context-aware systems, another important contribution is as-
sociated with the development of a context-aware photo management tool on
smartphones.

As future work, we aim to offer a framework for the development of context-
aware systems. This framework will provide a collection of procedures able to
acquire, store, increase and infer contextual metadata related to multimedia
document. The key idea is to reuse our proposal in several types of scenarios, for
example: tracking an excursion in forests and mountains; studying the behavior
pattern of a vehicle based on its speed, course, and position; mapping the course
of runners and other athletes; and applying that for mobile learning lectures
such as Geology courses that are usually taken in the field.

Ackowledgements. This work is partially funded by both French Ministry of
Higher Education and Brazilian Ministry of Education under the Program of
Scientific Cooperation called STIC-AmSud. The sponsored project is entitled
Learning While Moving (LWM) and the authors gratefully acknowledge this
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Abstract. In recent years, geographic information has entered the main-
stream, deeply altering the pre-existing patterns of its production, dis-
tribution, and consumption. Through web mapping, millions of online
users utilise spatial data in interactive digital maps. The typical unit of
visualisation of geo-data is a viewport, defined as a bi-dimensional image
of a map, fixed at a given scale, in a rectangular frame. In a viewport,
the user performs analytical tasks, observing individual map features, or
drawing high-level judgements about the objects in the viewport as a
whole. Current geographic information retrieval (GIR) systems aim at
facilitating analytical tasks, and little emphasis is put on the retrieval
and indexing of visualised units, i.e. viewports. In this paper we outline
a holistic, viewport-based GIR system, offering an alternative approach
to feature-based GIR. Such a system indexes viewports, rather than in-
dividual map features, extracting descriptors of their high-level, overall
semantics in a vector space model. This approach allows for efficient
comparison, classification, clustering, and indexing of viewports. A case
study describes in detail how our GIR system models viewports repre-
senting geographical locations in Ireland. The results indicate advantages
and limitations of the viewport-based approach, which allows for a novel
exploration of geographic data, using holistic semantics.

Keywords: Geographic Information Retrieval, Viewport, Holistic se-
mantics, Geo-semantics, OpenStreetMap, Vector space model.

1 Introduction

The term neogeography aptly describes the recent explosion of novel geographic
practices, involving the mass production and consumption of geographic infor-
mation over the Internet [31]. One of the most striking aspects of this nexus
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of phenomena is the rapid diffusion of interactive web maps, enabled by en-
hancements in web technologies in the early 2000s [6]. In parallel, the amount
of spatially-referenced information available online has kept increasing at an
explosive rate, resulting in spatial information overload.

In order to satisfy the users’ spatial information need, the development of
effective geographic information retrieval techniques has become a core effort for
both academia and industry. The discipline of text information retrieval emerged
to find documents matching desired criteria in large collections [17]. Similarly,
geographic information retrieval (GIR) aims at identifying relevant geographic
objects in vast dataset, indexing locations, toponyms, and minimum bounding
rectangles [12,22]. Several efforts have been made to enrich GIR systems with
geographic knowledge, linking geographic data to ontologies [10,15,2,14]. How-
ever, as Leveling puts it, large-scale evaluations indicate that “more geographic
knowledge typically had little or no effect on performance of GIR systems or
that it even decreases performance compared to traditional (textual) informa-
tion retrieval baselines” [12, p.29].

Popular GIR systems, such as Google Maps, Bing Maps, and Yahoo! Maps,1

focus on the indexing of aspects of the geographic features, to allow efficient
retrieval of individual features based on their textual meta-data, such as place
name and street address [21]. The user is presented with a rectangular frame
often called viewport, containing a pre-rendered image of a map that displays
features based on their visibility at the current scale. Several actions can be ap-
plied on the web map, including text searches, panning - changing the bounding
box location - and zooming - changing the map scale level in discrete, prede-
fined steps. Beyond the details of each system, geographic data is most typically
visualised and consumed in viewports, rendered at a specific map scale. In a
trial-and-error process, users perform actions in order to satisfy their spatial
information need [22].

Such web GIR systems can be utilised to examine aspects of objects, for ex-
ample to observe the structure of a large building or a lake. This type of cognitive
activity is generally considered to be an analytical process: complex objects are
divided into their constituent parts and mutual relationships, in order to reach
the desired piece of information. It has been argued that analytical thinking
dominates Western culture [20,19]. This predominance notwithstanding, various
forms of holism have emerged in psychology, cognitive science, and geography as
an important mode of perception, learning, and thinking [33,25,1]. In particular,
the field of landscape ecology strongly claims that landscape, as Antrop and Van
Eetvelde put it, “should be considered a complex whole that is more than the
sum of its composing parts” [1, p. 43].

In a holistic process, the emphasis is not on individual objects but on the
set of objects considered as a unified whole. In GIR, users often judge the over-
all semantic content of a large area to evaluate it against their information
need. Holistic judgements on geographic areas are done in several instances. For

1 http://maps.google.ie,http://www.bing.com/maps,http://maps.yahoo.com

(accessed on 24/1/2012).
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example, a user might want to evaluate possible areas when looking for houses
on sale. If the user is interested in seaside towns, they want to retrieve areas
matching an overall semantic content, such as a small urban settlement located
on the coast, with a high density of amenities, beaches, etc, without focusing
on specific, individual features. Similarly, a geographer might compare several
viewports to study large-scale phenomena affecting the landscape. As in these
use cases the focus is on entire viewports rather than on specific features, users
can benefit from a holistic semantic query tool.

For all the aforementioned reasons, we think that a computable measure of
semantic similarity between viewports, taken as holistic units of geographic in-
formation, and not between individual features, offers a different approach to
GIR. However, this approach does not aim at superseding text-based retrieval,
but rather at offering an additional tool that can be integrated with existing
GIR methods. In this paper we describe a novel technique to extract holistic
semantic descriptions of viewports, and the computation of their similarity, as a
foundation of a holistic, viewport-based GIR system.

The remainder of this paper is organised as follows: Section 2 surveys related
work in the area of GIR, viewports, and holistic cognition. Section 3 reports the
core of the proposed approach, while Section 4 illustrates a case study walk-
through in the computation of holistic semantic descriptors in a typical web
map. Finally section 5 presents concluding remarks, and outlines directions for
future research.

2 Related Work

Web mapping is one of driving technologies that brought geographic information
into the mainstream, enabling the explosion of neogeography since 2005 [31].
Haklay et al give an account of the recent developments in Internet web mapping,
including map mash-ups, crowdsourcing, geostack, and folksonomies, under the
umbrella-term ‘Web Mapping 2.0’ [6]. A major innovation is that map users are
not only consumers of geographic information, but also producers of the so-called
‘Volunteered Geographic Information’ [5].

In such web mapping services, geographic data is distributed through a view-
port, a rectangular viewing frames that represent a geographic area at a given
scale. Typically, users can zoom and pan, updating the viewport. The concept
of viewport is inscribed in the long-standing representational tradition of the
screen. Manovich traces a compelling genealogy of the screen, seen as a flat,
rectangular surface “acting as a window into another space” [16, p. 115].

While interacting with map viewports, users aim at fulfilling their spatial in-
formation need. This process is often focused on specific individual map features,
decomposing the represented landscape analytically. However, the field of land-
scape ecology strongly argues that landscape is perceived holistically, as a com-
plex whole. Antrop states that the holistic approach was stimulated by aerial pho-
tography, which represents the landscape in its holistic complexity [1]. Naveh, in
his broad discussion on landscape ecology and system theory, identifies
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holism as “perceiving all parts in their full context”, and criticises analytical, re-
ductionist approaches “focused on single, isolated parts of the system” [18, p .13].
Moreover, in cognitive science and psychology, holistic cognition is believed to play
a major role in perception [29,20].

To be interpreted by humans, the geographic information represented in view-
ports has to convey some intelligible meaning. The semantics of geographic data
has been discussed extensively by Kuhn, who points out the difficulties of ground-
ing meaning in symbolic systems [11]. It is a tautology to state that meaning
is crucial in geographic information retrieval (GIR), which aims at identifying
relevant features in large datasets [22]. To date, most GIR systems focus on
individual map features, with particular emphasis on text-based retrieval [4].

In order to compare, classify, index and cluster geographic objects by their
semantics, several analytical approaches have been devised [23,8]. Schwering sur-
veys and classifies the similarity measures for geographic data [26]. In these ap-
proaches, the similarity of individual semantic geographic concepts are compared
based on their commonalities, differences, positions in taxonomies, and so on.
While such models can compute plausible similarities between specific features
or feature types, they do not consider the computation of holistic similarity of
the map fragments that are, ultimately, displayed to and manipulated by the
users in rectangular viewports.

When presented to users, viewports are bi-dimensional images. For this rea-
son, our approach can be seen as analogous to techniques used in image process-
ing systems [30] to compare raster images. However, while such techniques are
based on the analysis of low-level image features, such as colour, to compute the
similarity of raster viewports, our focus is on the semantics of specific objects.
Therefore, our GIR system focuses exclusively on vector data, regardless of the
particular visual display of the rendered viewport.

Moreover, viewports show geo-information at a specific map scale. In a typical
web map, a viewport is associated with a scale and includes different types of
features depending on specific visibility rules. None of the traditional semantic
similarity measures discussed above take scale into account, as they focus on
abstract psychological classes rather than on viewports. Our system, on the
other hand, captures the scale of a viewport by building a semantic descriptor
that includes only features that are present (i.e. represented) at the viewport
scale – but independently of how they are represented.

To the best of our knowledge, no GIR system focuses on the holistic semantics
of map viewports. To explore this concept, the next Section outlines a holistic
information retrieval system, based on viewport semantic descriptors.

3 A Viewport-Based, Holistic GIR System

In this Section we detail our proposal of a viewport-based GIR system, by exam-
ining the structure of a typical web map, and constructing vector-based semantic
descriptors for viewports. In a session in our GIR system, the user can retrieve
viewports that are similar to a query viewport, indicated as fulfilling the users’
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Fig. 1. The architecture of a viewport-based, holistic GIR system. The user submits
a query viewport to the system, and the system retrieves the most similar viewports
from a set of precomputed semantic descriptors.

spatial information need. The system compares the query viewport with pre-
computed viewports, and returns to the user the most similar viewports it has
found. This GIR architecture is schematised in Figure 1.

3.1 Viewports

When using GIR systems, users are presented with geographic data displayed in
viewports, defined as a rectangular, bi-dimensional images rendered on a screen.
To capture the semantic content of a viewport, it is useful to start from the
visualisation structure of a typical web map. In order to test our approach, we
utilised the OpenStreetMap vector dataset, released under a Creative Commons
license [7]. As a representative of typical web mapping, we selected the Cloud-
Made service, which renders OpenStreetMap data as interactive online maps.2

As opposed to other commercial geo-services, this service enables exploration of
the internal structure of a viewport, and its underlying geographic content.

In the CloudMade maps, the scale can be set to 19 discrete zoom levels,
ranging from scale 1:446M (zoom level 0) to 1:1700 (zoom level 18). The map
scale is controlled by Equation 1, where y is either the distance in meters or
the map scale, and z is the zoom level. The constant C is 78, 271 in the case of
meters per pixels, and 223 · 106 in the case of map scale. This equation allows
the conversion between map scale, screen pixels, and zoom levels:

y = C 21−z z ∈ [0, 18] (1)

2 http://maps.cloudmade.com (accessed on 24/1/2012).
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Table 1. Overview of the zoom levels of a CloudMade web map. Total number of
feature types: 101.

Zoom Level Meters per pixel Scale Visible Types Description

1 78271 1 : 223M 2 Region
3 19568 1 : 55M 2 –
5 4892 1 : 14M 3 Country
7 1123 1 : 3.5M 5 –
9 306 1 : 871K 10 County

11 76 1 : 217K 23 –
13 19 1 : 54K 44 Neighbourhood
15 5 1 : 13K 64 –
17 1 1 : 3400 93 Building

At each zoom level, the map displays certain types of features, e.g. at the
region level, only countries and seas are shown. For the purpose of our study, the
geographic dataset has been subdivided into 101 feature types, closely modelled
on the visualisation rules of the CloudMadeMap.3 For example, types include
restaurant, stadium, and prison. The visibility of each type per zoom level is
defined as a range, e.g. restaurants are visible when z ∈ [16, 18], while stadiums,
being generally larger objects, in range z ∈ [14, 18]. For the sake of clarity, all
the notations used in this paper are displayed in Table 2. Intuitively, the number
of visible types increases as the scale decreases. The characteristics of each zoom
level are summarised in Table 1.

In this context, a viewport vbb,z is defined by a bounding box bb, specified by
the latitude/longitude coordinates of its bottom-left and top-right corners, and
a zoom level z ∈ [0, 18] as defined in Table 1. As stated in Section 1, a viewport
can be seen as the visualisation unit of geographic data in a web map. A user
session on a web map consists of a sequence of manipulative actions on the
map, such as panning and zooming, resulting in the visualisation of a sequence
of viewports {v1 . . . vn}. In our GIR system, the user can select a viewport by
drawing a bounding box on the map, and the selected viewport vs is used as a
query, described in the next Section.

3.2 Holistic Viewport Descriptors

In order to retrieve semantically similar viewports, our GIR system constructs
a holistic semantic descriptor for each viewport v in a vector space model. To
extract the overall semantic content from a viewport, the system performs spatial
queries on the OpenStreetMap dataset. Given the input viewport v, the system
will perform spatial queries to retrieve Fv, all the visible features in that viewport
(Equation 2):

∀t ∈ Sz, q(bb, z, t) → Ft, Fv = {Ft1 . . . Ft|Sz|} (2)

3 The visibility rules are defined at http://maps.cloudmade.com/editor
(accessed on 24/1/2012).
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Table 2. Notations

z Zoom level ∈ [0, 18] (see Table 1 for details).

bb Bounding box, specified by the latitude/longitude coordinates of
its bottom-left and top-right corners.

v A viewport on bounding box bb at zoom level z. hv and wv is the
viewport height and width in screen pixels.

t A type of map feature (e.g. restaurant, prison, etc). In this work
101 types were defined.

σ(z) Function mapping the visibility of feature types at zoom level z.
Sz ← σ(z).

Sz Set of visible t at zoom level z. Sz = {t0 . . . tn}, where ∀t is visible
at zoom level z.

Dv Semantic descriptor of viewport v.

q(bb, z, t) Spatial query on bounding box bb, zoom level z, and feature type
t. q(bb, z, t)→ Ft

F Set of all existing map features.

Ft Set of features of type t, Ft = {f0 . . . fn}
Fv Set of features visible in viewport v. Fv = {Ft1 . . . Ftn}
I(t) Self-information of type t, assuming a random distribution of types

in the map.

a(f) Area of feature f .

Vg Set of viewports extracted from a geographic area g.

The service can now compute a holistic descriptorDv, combining all the visible
types Sz in a multidimensional vector as in Equation 3, where n is the cardinality
|Sz|, t ∈ Sz , and w are non-negative normalised weights.

Dv = w1t1 + w2t2 + . . .+ wn−1tn−1 + wntn, w ∈ [0, 1],

n∑

i=1

wi = 1 (3)

In order to characterise Dv, we propose four ways to compute the weights w:
linear, logarithmic, information-theoretic, and surface-based approaches.

(a) Linear weights. The simplest approach consists of assigning them propor-
tionally to the cardinality of sets Ft ∈ Fv, using the normalised cardinality:

wi =
|Fti |

n∑
j=1

|Ftj |
(4)

The main limitation of this approach lies in the fact that the statistical distribu-
tion of types t is heavily skewed in favour of very frequent features, such as road.
In a viewport on an urban area, the number of features road is often greater than
other types by several orders of magnitude, such as restaurants, which matches
our intuition on the fact that roads are very common map objects, while restau-
rants are less frequent. For example, it is uncommon to find 2 restaurants, and
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200 roads in a viewport. In this case, the weighting function in Equation 4 would
assign a very low weight to the type restaurant, and an extremely high weight
to secondary.

(b) Logarithmic weights. A variant that focuses on magnitude rather than
number of features is the following, where δ is a positive quantity that prevents
the nullification of a term if |Fti | = 1:

wi =
log(|Fti |+ δ)

n∑
j=1

log(|Ftj |+ δ)
, δ = 1 (5)

This logarithmic version is less sensitive to small changes in the statistical dis-
tribution of types t, and tends to preserve the importance of infrequent features.

(c) Information theoretical weights. A second variant to compute weights
wi taking into account the statistical occurrence of feature types, is based on
the information theoretical approach [27]. Given a set of spatial features F , the
probability p and the self-information I of feature type t randomly from the
dataset are defined as in Equation 6. The self-information of type t can then be
used to weight its importance in the vector, by combining it with the number of
features:

p(t) =
|Ft|
|F | I(t) = −log(p(t)) wi =

I(ti)|Fti |
n∑

j=1

I(tj)|Ftj |
(6)

In this case, the importance of a type t in the descriptorDv is increased or reduced
depending on its frequency in the dataset. Therefore features of type secondary
carry low self-information, while features restaurant are emphasised. Although
this weighting approach intuitively seems the most promising among the three we
have presented (Equations 4, 5, and 6), it can assign very high weights to rare
features. While in some cases this might be a desirable behaviour (for example
to detect landmarks), in general it risks skewing the descriptor towards unusual
features, regardless of their actual semantic weight in the viewport.

(d) Area weights. With features modelled as a polygon, it is possible to at-
tribute a weight proportionally to the feature area, on the assumption that large
features should have higher semantic importance in the descriptor. Defining the
feature area as a(f), and a(Ft) as the sum of all the areas of the features in the
set, the surface weights are computed as:

wi =
a(Fti)

n∑
j=1

a(Ftj )
a(Ft) =

∑
a(f), ∀f ∈ Ft (7)

In this approach, the feature area is weighted against the area of the other
features, and not of the viewport. Thus, the weight can account for overlapping
features.
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Table 3. Weighting approaches in semantic viewport descriptor Dv

Approach Key Parameter Description

(a) Linear Number of features When types have different mag-
nitude, large magnitudes take a
large section of the descriptor.

(b) Logarithmic Log of number of
features

Represent the magnitude of
types. Low sensitivity when
types have the same magnitude.

(c) Self-Information Self-Information of
feature type

Common feature have low
weight, while unusual feature
types have very high weight.

(d) Area Sum of feature areas Large features have high weight.
Not computable when feature is
not a polygon (e.g. for points of
interest)

The effectiveness of these four approaches to weight the semantic types in the
viewport descriptor, summarised in Table 3, largely depends on the specific appli-
cation context. As each approach captures different aspects of the holistic seman-
tics of a viewport, and presents specific limitations, the weights can be computed
by averaging different approaches. Without doubt, one of the main advantages of
such vector-based viewport semantic descriptors is the wide range of techniques
to compare, cluster, and classify them, discussed in the next Section.

3.3 Sampling the Viewport Space

In order to describe the semantics of a webmap viewport, we have defined a vector-
based descriptor Dv, in four variants (linear, algorithmic, self-information, and
surface). Given a web map covering a certain geographic area g, e.g. Ireland, we
aim at extracting a number of descriptors that represent its semantics. The view-
port space is the set of all possible viewports in g at zoom level z. The area g can
be sampled in a number of viewports Vg = {v1 . . . vn}, where n is the desired num-
ber of viewports. The theoretical number of viewports that can be extracted in a
geographic area delimited by a bounding box bbg at zoom level z, where hg, wg are
the height and width of the geographic area converted into pixels with Equation
1. hv and wv are the height and width of the viewport in pixels:

|Vg | = (hg − hv)(wg − wv) (8)

For example, a geographic area g delimited by a bounding box of size ≈ 300×
230 km2 corresponds at z = 9 (county level) to a screen of 4096× 3072 pixels.
Sampling g with 1024×768 pixel viewports, a common resolution for web maps,
the possible viewports amount to ≈ 7.6 million. With higher zoom levels, the
number of possible viewports increase rapidly following the power law in Equa-
tion 1. It is therefore evident that a sampling technique has to be utilised to
extract a computable number of viewports, in particular for high zoom levels.



160 A. Ballatore, D.C. Wilson, and M. Bertolotto

The most intuitive way of choosing viewports is based on user interests. View-
ports in which user activity is performed are automatically included in the sam-
ple. However, to overcome the cold start problem that arises in this case, a general
sampling mechanism is necessary to index g. A possible technique is that of ran-
dom sampling, based on the law of large numbers. Even though it is difficult to
compute all the possible viewports, it is possible to extract a sufficient number
of random viewports to represent accurately the whole set of viewports, setting
the sample size to a limit β, as shown in Equation 9. In order to determine β, a
confidence level and a confidence interval have to be chosen.

|Vg|β =
β

|Vg| (hg − hv)(wg − wv) 0 < β < |Vg | (9)

Similarly, it is possible to sample g by defining an arbitrary grid γ of pixels hγ

and wγ , which reduces the number of viewports as follows:

|Vg|γ =
(hg − hv)(wg − wv)

hγwγ
0 < hγ < hg, 0 < wγ < wg (10)

A third possibility is a combination of grid and random sampling. The geographic
area g is divided into an arbitrary number of grid cells, and each cell is sampled
randomly. The choice of the sampling technique (random, grid-based or both)
has to be done on an empirical basis, depending on the specific application
context. Once a sample Vg has been selected, the corresponding descriptors Dv

can be computed. Subsequently, the system can compare, cluster, and retrieve
viewports (see Figure 1). The next Section describes comparison techniques for
the semantic descriptors.

3.4 Comparing Viewport Descriptors

A geographic area g can sampled as a set of viewports Vg, with the tech-
niques described in the previous Section. The corresponding descriptors Dv can
then be pre-computed through one of the approaches presented in Section 3.2.
The similarity of two viewports is therefore the similarity of their descriptors
(Equation 11).

s(va, vb) = s(Dva , Dvb) s(va, vb) = s(vb, va) 0 ≤ s(va, vb) ≤ 1 (11)

Given that these descriptors are multidimensional vectors, encoding semantic
aspects of the viewports, it is possible to compare them with well-known tech-
niques in a vector space [24,9,32]. In the viewport semantic vector space, every
viewport can be modelled as a row in a multidimensional matrix |Vg| × |t|, hav-
ing a column for each feature type t. Vector similarity is traditionally computed
using linear algebra techniques, such as the Euclidean, cosine, Chebyshev, and
Manhattan distances [3,13].

In a semantic information retrieval system in which the user submits a view-
port vq as a query, the most similar k viewports must be retrieved and displayed
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to them. To do so, these distance measures can be efficiently computed between
the descriptor of the query viewport Dvq and all the pre-computed descriptors
Dv, where v ∈ Vg. Additionally, the similarity computation can be constrained
in several ways to match specific user information needs. Among others, common
constraints are the maximum or minimum distance from the query viewport vq,
a zoom level range (z ∈ [zmin, zmax]), and a weight constraint on a feature type
(wmin < wt < wmax).

The next Section presents a case study, in which the descriptors are used
to capture the holistic semantics of viewports taken from the Dublin area in
Ireland, and are used to retrieve semantically similar viewports.

4 A Case Study Walkthrough

To capture a holistic impression of semantics in a web map, we have defined
semantic descriptors as vectors Dv that represent the overall semantic content
of the viewport v in which the map is displayed. This Section illustrates an inter-
action with our viewport information retrieval system (see Figure 1), suggesting
possible applications, strengths and weaknesses of the approach.

We noted certain tasks that users perform on web maps are not only analyt-
ical, i.e. focused on the decomposition of large objects into simpler parts, but
are also holistic, treating a geographic area as a unified entity. Analytical tasks
involve the examination of specific target objects, and so on. On the other hands,
examples of spatial holistic tasks are the classification of an urban area versus a
rural area, in which the user needs not to focus on individual objects, but classify
the area as a whole. These holistic tasks should not be considered in opposition
to analytical tasks, but they are intertwined in the complex cognitive interplay
that occur in the interaction with information retrieval systems.

In a holistic geographic information retrieval, the user can retrieve, instead of
specific geographic features, viewports that represent visually geographic areas
rendered at a given zoom level. In this case, the user’s information need is not a
specific spatial information, e.g. where is the target object, or what is the area
of the target object, etc, but is an implicit semantic judgement on viewports
displayed on the screen. A viewport representing a geographic area that fulfills
the user’s information need, e.g. a seaside town or a commercial port, is used
as a query viewport to retrieve viewports conveying similar semantic content.
To achieve this, the system has to be able to model this implicit judgement on
geographic content displayed in a viewport v.

Sample Viewports. In this case study we consider a small set of viewports
selected from a bounding box bb, corresponding to the surroundings of Dublin.
This geographic area g contains a total of ≈ 20, 000 features. Five sample view-
ports were extracted at zoom level z = 15, including a Dublin suburb, a park, a
port, and two seaside towns. Five semantic descriptors Dv were then computed
for each of the six viewports v, linear, logarithmic, information-theoretic, sur-
face, and a mean of the first four, limiting for the sake of illustration the number
of feature type to 10 out of the 64 visible types. The self-information of each



162 A. Ballatore, D.C. Wilson, and M. Bertolotto

Table 4. Viewport semantic descriptors Dv for 5 sample viewports, with weights
computed using four approaches, and their mean. Symbol ‘–’ corresponds to 0.

Viewport Feat Type Linear Log Area Self-Info Mean

v1 building .495 .321 .162 .388 .341

Milltown: suburb of
Dublin, with hospital,
college, and residential
estates.

coastline – – – – –
commercial .029 .113 .034 .058 .058
hospital .01 .056 .111 .021 .05
industrial – – – – –
park .01 .056 .043 .025 .033
port – – – – –
road .427 .309 – .462 .3
town .01 .056 .59 .021 .169
wood .019 .089 .06 .025 .048

v2 building .229 .272 .035 .156 .173

Phoenix Park: Large
urban park with zoo, polo
grounds, and American
embassy.

coastline – – – – –
commercial – – – – –
hospital – – – – –
industrial – – – – –
park .029 .086 .789 .064 .242
port – – – – –
road .257 .285 – .242 .196
town – – – – –
wood .486 .358 .175 .539 .389

v3 building .087 .16 .089 .047 .096

Howth: seaside town with
tourist attractions, cliffs,
and trekking trails.

coastline .442 .268 – .542 .313
commercial – – – – –
hospital – – – – –
industrial – – – – –
park .029 .096 .276 .052 .113
port – – – – –
road .308 .243 – .233 .196
town .01 .048 .309 .015 .095
wood .125 .184 .325 .111 .186

v4 building .296 .207 .158 .175 .209

Dun Laoghaire: seaside
town with a small port, a
private school, and a
hospital.

coastline .194 .183 – .257 .158
commercial .143 .165 .175 .214 .174
hospital .01 .042 .088 .017 .039
industrial .02 .067 .026 .028 .035
park .01 .042 .018 .02 .022
port .01 .042 .184 .021 .064
road .306 .209 – .251 .191
town .01 .042 .351 .017 .105
wood – – – – –

v5 building .17 .19 .12 .08 .14

Dublin Port: docks of
the Dublin port, where
large ships load and
unload containers.

coastline .136 .176 – .144 .114
commercial .386 .244 .326 .461 .354
hospital – – – – –
industrial .227 .209 .174 .251 .215
park – – – – –
port .011 .048 .38 .019 .115
road .068 .133 – .044 .062
town – – – – –
wood – – – – –
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Table 5. Similarity of sample viewports. The matrices are symmetrical, and their
diagonal values are equal to 1. The euclidean similarity has been computed as 1 − d,
where d is the euclidean distance.

Viewport Cosine Euclidean
Name � v1 v2 v3 v4 v5 v1 v2 v3 v4 v5
Milltown v1 – – – – – – – – – –
Phoenix Park v2 .55 – – – – .52 – – – –
Howth v3 .54 .65 – – – .55 .59 – – –
Dun Laoghaire v4 .82 .38 .68 – – .72 .48 .66 – –
Dublin Port v5 .37 .15 .29 .73 – .46 .35 .45 .68 –

feature type was computed on g, and not on the entire OpenStreetMap dataset.
The viewports and corresponding descriptors are reported in Table 4.

Looking at the weights of the descriptors, it is possible to trace behaviour,
pros and cons of each of the four weighting mechanism proposed in Section 3.2.
The linear weights reflect the number of features visible in the viewport. For this
reason, important feature such as the Phoenix Park in v2 rank very low, and
roads rank very high in most viewports. This is because roads are represented in
numerous small chunks, while large objects such as a park consist of one large
polygon, and the linear weights do not take this aspect into account.

This problem is partly addressed by the logarithmic weights, which smooth the
results by increasing the importance of types with few features and by decreasing
that of types with many occurrences in the viewport. In v3, the logarithmic weight
of building has been doubled, while that of coastline, another type of feature mod-
elled in small chunks, has been reduced. However, despite the smoothing, the re-
sulting weights are still strongly biased towards types such as road, and building,
while large and infrequent features are squeezed into small weights.

The area-based technique tends to correct this bias. In v2, the type park, which
is almost ignored by the previous weighting mechanisms, is the most important
in the viewport. Thanks to its large area, this type gains a lot of influence in the
descriptor. As it is possible to notice by the frequent 0 values in the area column,
only a subset of features are polygons and can be included in this descriptor,
resulting in a limited information problem.

The behaviour of the self-information weights is more difficult to interpret. For
types that occur very frequently in g, such as road and building, I(t) is low (3.51
and 4.85), while less frequent types have higher I(t) (12.21 for port, and 11.56
for park). This is correct, but when the self-information values are multiplied
by the number of features, they smooth the results to a limited extent. In the
case of viewport v2, according to the self information weights, buildings are more
important than parks, maintaining the bias of the linear and logarithmic weights.
As it is expected, the mean weights are heavily smoothed, but maintain some of
the bias of the linear, logarithmic, and self-information weights.

Viewport Similarity. The semantic similarity of the viewports can be com-
puted via the cosine distance between their descriptors, as shown in Table 5.
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In this case, the two vector similarity measures rank the pairs in the same way.
The pairs with highest similarities are 〈v1, v4〉, and 〈v4, v5〉. Viewports v1 and v4
are semantically very similar, and this result is satisfactory. The pair 〈v4, v5〉 is
surprising, because a tourist seaside town appears very different to a commer-
cial port. This result is easily explained with the omission of feature types that
would increase the distance between the two viewports, such as restaurants,
tourist attractions, amenities, which are strongly present in v4 but not in v5.
The two viewports share the fact of including the seaside, the presence of a port,
many buildings and commercial activities, all aspects that are captured by the
10 feature types considered in this case study.

On the other hand, the least similar pairs are 〈v2, v5〉, and 〈v3, v5〉. This seems
to be a valid result, as these pairs represent very different areas, sharing very
few feature types. Based on this case study, it can be concluded that the holistic
semantic descriptors proposed in this paper are a promising approach to compute
semantic similarity of viewports.

5 Conclusions and Future Work

In this paper, we have proposed a technique to extract semantic descriptors
for viewports, which can be used in a viewport-based, holistic GIR system (see
Section 3). Instead of focusing on specific geographic features as in traditional
GIR systems, our system aims at capturing the overall semantic content in a
viewport. Thus, viewports are treated in a manner similar to documents in text-
based IR. Based on the work presented in this paper, the following conclusions
can be drawn:

– The vector-based semantic descriptors capture the overall semantic content
of a viewport in a holistic mode, without focusing on specific individual
features. The user retrieves viewports that present similar characteristics to
the query viewport that is submitted to the system.

– The viewports display a map at a given zoom level. The corresponding de-
scriptor captures the semantic content displayed at the specific zoom level.
This enables the semantic analysis of the viewports, taking the map scale
into account.

– Four weighting mechanisms are proposed to extract semantic content from a
viewport. Such weights can be combined to achieve different representation
of the same viewport. Being based on the well-known vector space model,
our approach can benefit from a wide range of techniques to index, compare,
classify, and cluster large sets of vectors. Descriptors can be used to perform
collaborative filtering, and user profiling.

– Our holistic GIR system offers an additional technique to retrieve relevant
geographic information from a large dataset. It is not conceived as antago-
nistic to traditional GIR, but rather as a complementary approach that can
be combined with existing analytical techniques to enable retrieval through
holistic semantics.
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The case study outlined in Section 4 indicates that the system is able to capture
the holistic semantic of a viewport. However, further work is necessary to assess
its accuracy and recall on a big spatial dataset, in the context of realistic in-
formation needs. The limitations of the presented approach can be overcome by
incorporating more sophisticated semantic techniques for vector space models,
such as latent semantic analysis [32,28]. Besides, other holistic metrics be added
to the descriptors, such as heterogeneity, entropy, and fractal dimension [1].

The holistic GIR system presented in this paper provides a different approach
to traditional geographic information retrieval, modelling the overall semantic
content of a viewport in a vector space model. Treating viewports as documents
enables the exploration of digital maps from a holistic perspective, stressing the
need for reconsidering the undisputed centrality of analytic approaches.
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Zimányi, E. (eds.) Journal on Data Semantics III. LNCS, vol. 3534, pp. 1–24.
Springer, Heidelberg (2005)

12. Leveling, J.: Challenges for Indexing in GIR. SIGSPATIAL Special 3(2), 29–32
(2011)



166 A. Ballatore, D.C. Wilson, and M. Bertolotto

13. Li, H., Shi, R., Chen, W., Shen, I.F.: Image tangent space for image retrieval.
Pattern Recognition 2, 1126–1130 (2006)

14. Liu, W., Gu, H., Peng, C., Cheng, D.: Ontology-based retrieval of geographic infor-
mation. In: 2010 18th International Conference on Geoinformatics, pp. 1–6 (June
2010)

15. Lutz, M., Klien, E.: Ontology-based retrieval of geographic information. Interna-
tional Journal of Geographical Information Science 20(3), 233–260 (2006)

16. Manovich, L.: The Language of New Media. MIT Press, Cambridge (2001)
17. Meadow, C.T., Boyce, B.R., Kraft, D.H.: Text information retrieval systems. Aca-

demic Press (2007)
18. Naveh, Z.: What is holistic landscape ecology? A conceptual introduction. Land-

scape and Urban Planning 50(1-3), 7–26 (2000)
19. Nisbett, R.E., Miyamoto, Y.: The influence of culture: holistic versus analytic per-

ception. Trends in Cognitive Sciences 9(10), 467–473 (2005)
20. Nisbett, R.E., Peng, K., Choi, I., Norenzayan, A.: Culture and systems of thought:

Holistic versus analytic cognition. Psychological Review 108(2), 291 (2001)
21. Nivala, A.M., Brewster, S., Sarjakoski, L.T.: Usability Evaluation of Web Mapping

Sites. The Cartographic Journal 45(2), 129–138 (2008)
22. Purves, R., Jones, C.: Geographic information retrieval. SIGSPATIAL Special 3(2),

2–4 (2011)
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25. Schwarzer, G., Huber, S., Dümmler, T.: Gaze behavior in analytical and holistic
face processing. Memory & Cognition 33(2), 344–354 (2005)

26. Schwering, A.: Approaches to Semantic Similarity Measurement for Geo-Spatial
Data: A Survey. Transactions in GIS 12(1), 5–29 (2008)

27. Shannon, C.E.: A mathematical theory of communication. Bell System Technical
Journal 27, 379–423, 623–656 (1948)

28. Sizov, S.: GeoFolk: latent spatial semantics in web 2.0 social media. In: Proceedings
of the Third ACM International Conference on Web Search and Data Mining,
pp. 281–290. ACM (2010)

29. Smith, J.D., Shapiro, J.H.: The occurrence of holistic categorization. Journal of
Memory and Language 28(4), 386–399 (1989)

30. Tan, H., Yu, P., Li, X., Yang, Y.: Digital image similarity metrics and their perfor-
mances. In: Artificial Intelligence, Management Science and Electronic Commerce
(AIMSEC), pp. 3922–3925. IEEE (2011)

31. Turner, A.: Introduction to Neogeography. O’Reilly Media, Inc., Sebastopol (2006)
32. Turney, P.D., Pantel, P., et al.: From frequency to meaning: Vector space models

of semantics. Journal of Artificial Intelligence Research 37(1), 141–188 (2010)
33. Ward, T.B., Scott, J.: Analytic and holistic modes of learning family-resemblance

concepts. Memory & Cognition 15(1), 42–54 (1987)



Recommendations Based on Region

and Spatial Profiles

Gavin McArdle1, Mathieu Petit2, Cyril Ray3, and Christophe Claramunt3

1 National Centre for Geocomputation, National University of Ireland Maynooth,
Maynooth, Co. kildare, Ireland

gavin.mcardle@ucd.ie
2 Matiasat System R&D, Levallois-Perret, France

mpetit@matiasat.com
3 Naval Academy Research Institute, Brest, France
{cyril.ray,christophe.claramunt}@ecole-navale.fr

Abstract. Fuelled by the quantity of available online spatial data that
continues to grow, the requirement for filtering spatial content to match
mobile users’ context becomes increasingly important. This paper intro-
duces a flexible algorithm to derive users’ preferences in a mobile and
distributed system. Such preferences are implicitly computed from users’
virtual and physical interactions with spatial features. Using this concept,
region profiles for specific spatial contexts can be generated and used to
recommend content to those visiting that region. Our approach provides
a set of profiles (personal and region-based) which are combined to adapt
the presentation of a given service to suit users’ immediate needs and
interests. A proposed college campus navigation assistant illustrates the
benefits of such an unobtrusive recommender system.

Keywords: Location-based services, Contextual adaptation, Implicit
profiling, Multi-user recommendations.

1 Introduction

Due to the increase in the availability of online services which permit users to
tag and edit spatial data as well as share location information, the quantity
of available geo-information continues to grow. While there are many positive
aspects to the availability of this information, including greater access to free
spatial data and up-to-date information, there are also an increasing number
of opportunities emerging in this domain. For example, information overload
which is a well-known issue in the Web domain is now becoming prevalent among
spatial data as the two are merged through Location-Based Services (LBS). In
the Web domain a single search query can return millions of matching Web
pages. Although most search engines order the returned results, it is still an
ominous task for the user to search through these results as the semantics that
emerge are not always those which are of interest. Similarly, the amount of
information available via a LBS can be so voluminous that it makes finding
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relevant information difficult. This effect is particularly serious for LBS in which
client tiers operate on mobile devices and therefore have reduced processing
capabilities coupled with a smaller screen size on which to display information
[4,5]. Therefore, it is advantageous to only recommend a subset of data in this
case. Of course this recommendation needs to be configured, so that the subset
of data match the user preferences and interests while taking locational context
into account.

This paper introduces a novel technique for generating user profiles within a
LBS. By segmenting an environment into physical regions based on the under-
lying infrastructure topology, profiles for each region can be generated. This is
achieved by amalgamating the individual profiles of those visiting such regions
into a common region profile. LBS users are given the opportunity to determine
which form of personalisation and recommendation (personal, collaborative or
regional) suits their current needs. This technique is described by applying it
to a case study of a college campus LBS assistant and highlights how this hy-
brid approach to profile generation can effectively resolve issues with comparable
approaches.

The next section describes related work in the area of user profiling and shows
how our work builds on this through the development of region profiles which re-
solve common problems with existing recommender systems. Section 3 presents
the campus assistant LBS and highlights how profiling permits client-side adap-
tations and recommendations. Section 4 details clusters and group dynamic
derivation, while section 5 describes the proposed profiling algorithm. A discus-
sion of the limitations and on-going development of the approach are presented
in section 6, while a summary of the work is provided in section 7.

2 User Profiling Methodologies

This section introduces user profiling techniques and describes their strengths
and weaknesses as well as contexts where they have been applied. Our proposed
technique and details of how it resolves inherent issues with existing approaches
is also presented.

2.1 Profiling Techniques

Determining user preferences and defining profiles can be achieved using explicit
or implicit techniques. The former involves directly querying the user for input
regarding their interests. While this approach has the merit of an immediate set
of interests, it can be time consuming, suffer from distortion and subjectivity
while also distracting the user from the task at hand [18,19]. Alternatively, im-
plicit profiling monitors user behaviour and infers user interests. There are two
main approaches used to implicitly derive a user profile and produce recommen-
dations: content-based and collaborative.

The content-based approach for recommendation considers past actions of in-
dividuals as indicators of future behaviour. Individual analytical user profiling
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in the spatial domain has received attention lately; in particular such implicit
profiling techniques have been employed to determine user interests when inter-
acting with spatial content [11,2]. In all cases, the information gleaned through
such profiling is used to recommend a spatial content to the user. Amongst its
advantages, this process has no additional overheads for the user. This method is
favoured in many Web-based situations where interactions such as link clicking,
bookmarking and printing are seen as an indication that the user is interested
in the associated content [7]. Recently this methodology has been extended to
the spatial context where interactions with map data act as interest indicators,
permitting map personalisation [11]. While content-based recommendation is ef-
fective, there are several issues with this approach. In particular, the well-known
cold start period problem is prevalent among such recommender systems. This
period occurs when a new user profile is not fully defined and does not contain
enough information to reliably infer user interests [15,1]. Similarly, profiles gener-
ated by the content-based approach can also suffer from an inertia of the content
related to the difficulty of measuring changes in rapidly changing behaviour [8].

Collaborative profiling approaches consider current actions and preferences of
similar users as an indicator of one’s own interests. Nowadays, this technique
is a topic of interest in the spatial domain. As the use of LBS and the number
of mobile users equipped with smart phones continues to grow, the ability to
provide relevant group preferences to individuals is appealing. For example, [16]
builds group profiles based on user interaction with map objects as well as geo-
graphic proximity to objects. Similarly, [6] use a location bias as the first step in
performing collaborative recommendation. Such approaches are far less sensitive
to the inertia of profile generation while also eliminating the cold start prob-
lem by associating a specific group profile to new users. However, using group
profiles to define personal profiles can introduce stereotypes of users that satisfy
users in general, but none of them in particular [13]. Furthermore it is difficult
to formalise the notion of contextual proximity so that associations of users are
neither too loose nor too restrictive, referred to as grouping criterion.

Both content-based and collaborative approaches have their merits and de-
termining which one to use is not always clear. Hybrid methods can take the
respective advantages of both techniques [1,3]. The approach proposed in this
paper extends a user profiling technique, which combines user mobility and in-
terface interaction to infer interests [11]. Especially, these profiles are used to
personalise services on a collaborative basis. This is achieved using implicit in-
terest indicators, described in [10], combined with collaborative filtering and
case-based reasoning [17], along with user location and context [12].

2.2 Proposed Approach

By introducing a region profile whereby all users contribute to, and take part of,
a common and shared profile for specific geographical regions in which they in-
teract, implicit profiling is improved. Unlike current group profiling techniques,
different geographical regions assume a profile which is derived from the com-
monalities in the profiles of people visiting a specific spatial region. Accordingly,
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region profiles can be considered as a type of a group profile with a spatial
context. It is however necessary to firstly ascertain individual user interests by
monitoring their interactions with the device, information systems and physical
locations. When visiting an area or spatial region, the contents of this profile,
such as preferences, contribute to the profile for that spatial area. Simultaneously,
recommendations are made to individual users considering their own profile and
that of their current spatial context. Newcomers to the system, who have no pro-
file can then be assigned the profile of the current spatial region that they are
in before their own profile matures. Our algorithm envisions a multi-tiered LBS
and provides different types of profile which resolve the problems of traditional
implicit profiling as highlighted below:

– Grouping criterion : LBS is about getting the right information at the right
place and time. That is how the execution space can be clustered along with
the platform components giving rise to an almost natural “functionality-
guided” grouping criterion.

– Inertia of content : as space is clustered, profiles can be broken apart and
regularly updated whilst users move from one region to another.

– Cold start : group profiles can be derived locally for each LBS cluster, as
long as different users join during the execution (but not necessarily at the
same time). These profiles can be suggested to newcomers.

– Stereotyped users : as a user’s experience in a cluster matures, their per-
sonal profile enriches and the initial suggested group profile has less and less
impact.

3 Guiding Scenario: The Campus Assistant

The proposed profiling methodology is exemplified by an illustrative case study
involving students as they interact with facilities located on a college campus.
This scenario involves students with wide-ranging interests. For example Jim
is a new student discovering the campus, John is already registered in Com-
puter Science, and is interested in mathematics and engineering. Jane is more
interested in geography or history. Each would like to receive information that
matches with their interests without demanding too much of their attention.
These students’ diverse interests are also reflected at the geographic level. The
campus is divided into groups of buildings, each of them hosting one or several
departments. For example, the humanities departments are co-located in the
same building complex.

Our profiling methodology takes advantage of both user and geographic spe-
cialisations. First, the students are compared according to their location and
nearby resources. Then their experience of the system is personalised according
to their own preferences and to the preferences inferred by their current location
in the campus. Profiles are therefore likely to differ from one place to another,
and from one user to another.



Recommendations Based on Region and Spatial Profiles 171

Fig. 1. Envisioned campus and service areas of the assistant information system at a
given time instant t1 of the execution

The campus assistant is designed so that several buildings and faculties pro-
vide service areas through WiFi hotspots (Fig. 1). These hotspots reflect the
geographic clustering of the campus departments. Humanities, administrative
and science areas have been defined. All service areas allow users to receive in-
formation regarding buildings in the surrounding area so that when a user is
close to a particular building, they can obtain information about the depart-
ments located there. This approach, using geographical proximity to objects, is
an initial step in a personalisation technique which contributes to the overall
goal of reducing information overload.

Figure 2 displays examples of the proposed campus assistant on a mobile
phone. On the left, the map panel highlights a user’s current location and pro-
vides GIS functionality. The panel on the right details the currently selected
element. Users can click on specific buildings and objects on the map to obtain
additional information. Similarly, a user can click on the tabs within the panel
to obtain information about other elements of the map. For example, as the user
Jim (referred as CuJim in figure 1) walks through the “Administrative” area
of service, he has access to information about the department and consults the
central administration panel.

In the campus assistant, preference profiles are generated through interac-
tions with content displayed and places visited. They are used to recommend
spatial and non-spatial content to users [11]. As Jim is a new student he has
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(a) Jim’s: Administrative Depts. interface, with no
profile adaptation

(b) Jane’s: Humanities Depts. interface, with slight
profile adaptations

Fig. 2. Sketches of the proposed campus assistant users interfaces at t1

no profile and no preferences for content yet. While he waits at the university
registration desk, he accesses the administrative service area, and all informa-
tion he receives is displayed on an equal basis (Fig.2a). From previous use of
the system, Jane already derived preferences regarding humanities related con-
tent. Her profile, among other things, indicates that she likes geography and
that she usually displays information in a large frame. When Jane moves into
the geography building based in the Humanities area, her display is adapted
to emphasise geography-related information, and she receives notification of an
upcoming conference (Fig. 2b). As she walks around the department, her profile
is incorporated with that which exists for the humanities region.

At t2, Jim also enters this spatial region, and his display adapts to the spatial
profile for that region. In this case, it is derived from Jane’s profile as she is
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the only other individual that visited the humanities region. As Jane′s profile
heavily recommends geography, this department appears high in the profile of the
region and so Jim receives the same suggestion as Jane regarding the conference.
From now on, both Jane and Jim contribute to the region profile. As Jim′s
own interest for literacy begins to grow, their shared profile at the region level
balances between literacy and geography.

At t3, on her way to the science departments, Jane leaves Jim to meet John,
whose profile favours computer sciences and literacy. As they chat, their appli-
ances share profiles. Specifically, John′s smart phone embeds Jane′s and Jim′s
commonly derived humanities preferences, and Jane′s client downloads John′s
science area profile.

Finally, at t4, John meets Jim in the humanities area. Although the profile
he received from Jane might have provided him with adapted content, John
prefers literacy. Therefore he rejects the profile he receives by cancelling the
modification on his client and favours his own. By doing so, the conference event
is not recommended to him. John also strengthens the significance of literacy at
the region profile level.

The above scenario effectively highlights the principles of how individual and
region profiles operate in conjunction with each other to provide personalised
recommendations for users of the system. The next sections formalise regions
and profiles definitions in the context of the campus system. Details of how they
are combined to provide different levels of personalisation are also outlined.

4 Clustering Components of a Location Based System

This section describes a LBS as a set of hardware components. At any time of
execution, the spatial union of these components (communication range) gives
rise to region-based clusters defined by spatial, functional and related context.

4.1 Dynamic Component and Regions Distribution

Multi-tiered systems such as the college campus assistant can be built upon a
fluctuating set of active pieces of hardware. These components define the physical
platform and assume several functional roles in the system. For example, multi-
tier systems usually contain a user-interaction provider role, a data manager role,
and a processing server role [9,14]. These roles are implemented in one or several
supporting components. For example, the user interaction components provide
user-oriented views and interaction facilities; the data components import and
export information subsets; and the processing components host data analysis
and transformation functionality. The nature and number of roles are not limited
but rather depend on how the system is modelled, and on the designers own
choices. As a general rule, any components implementing identical tasks and/or
hosting the same information belong to a same role.
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Notation 1. Role and ID of a component: In the following, let C<role>id

denote a hardware component identified by “id” with respect to this com-
ponent role, identified by “<role>”. When, at a given time instant ti, this
component is active within the system execution space, it belongs to the set
Platform(ti) = {Crlaid1, Crlaid2, . . . , Crlxidy, . . . , Crlnidm} of active compo-
nents. Components belonging to this platform at ti support distinct functional
roles labelled as“rla”, “rlx”, “rln”, and at least two components, Crl1id1 and
Crl1id2, implement the role rla.

In the campus assistant, raw information about groups of buildings are man-
aged by dedicated data servers. Their roles “de”, “da” and “dh” have been
chosen according to the content of the data they are hosting. For example, hu-
manities information is broadcast by components associated to the role “dh”
(Fig. 1(Cdh1)). Processing components are provided with raw data to generate
tiled map views and layout the department information panels. As the process-
ing and functionalities offered at their levels are identical, a unique role “p” has
been defined and encompasses all three processing components (Fig. 1(Cp1→3)).
At the infrastructure level, hardware components combine data management
and processing facilities (Fig. 1( ). Users have been assigned role “u”. Their
clients, like CuJim, constitute the uncertain piece of the platform, as a user’s
walk through the campus might make them available (or not) to the other com-
ponents of the system.

Each component of Platform(ti) corresponds to a region that represents their
accessibility range. Depending on the roles of their supporting components, sev-
eral types of regions are distinguished. For example, 3-tier systems usually host:
user-region(s) Rui, where the user(s) is/are located and interacts with the sys-
tem; broadcasting region(s) Rdj , where the information and data are available
to the system; and processing region(s) Rpk, where the tools and functionality
for completing given tasks are available to the user.

Notation 2. Region of interest of a component: In the follow-
ing, let R<role>id denote the region of interest generated by component
C<role>id. Such a region is an element of the set Regions(ti) = {Rrlaid1,
Rrlaid2, . . . , Rrlxidy, . . . , Rrlnidm}. This set represents at ti, the spatial exten-
sion of the multi-tiered architecture.

At the geographic level, a region is defined by the spatial boundaries in which
components can interact with each other. Such limits can be derived from the
communication and range capabilities of the hardware. For example, a standard
WiFi transmission limits regions to within ≈50m from their supporting com-
ponents. In another region definition, system designers can limit the access to
hardware components to nearby locations, so that only the closest components
can share resources. Such definitions induce a bi-directional connection between
two hardware components when both components are included in the spatial
range of the other. Components Crlax and Crlby are said to be related and
verify the equality Related(Crlax, Crlby, ti) = 1 when such two-way communi-
cation is possible. Inter-component relation based on communication capabilities
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induces that a given piece of hardware Crlax is related to himself, and thus for
all ti, Related(Crlax, Crlax, ti) = 1.

The set of active components gives rise to several spatial regions within the
campus information system space. For example, at t1, Regions(t1) = {RuJim,
RuJohn, RuJane, Rp1→3, Rdh1, Rda1, Rde1}. In the campus assistant, the bound-
aries of the users’ regions depend on the respective wireless capabilities of their
mobile device. For example Jim’s, client’s wireless access generates a region cen-
tred on CuJim, and within which he interacts with the system. Processing and
data handling components are paired as they are accessible through the same
hotspots. At a spatial level, Rp1→3 and Rda1, Rdh1, Rde1 respectively overlap.
In contrast to the user regions, their boundaries have been purposely assigned
so that the information about a group of buildings can only be accessed and
processed nearby. For example, from his current location, Jim can only access
information from the administrative departments. (Fig. 2a).

4.2 Clustering the Components and Grouping the Users

In typical group-based recommender systems, components that share similar
functionality, content and context, derive common preferences. The grouping
criterion however depends on the system and might be difficult to model. With
the proposed modelling approach of a LBS, the set of role-assigned components
along with their regions provide an immediate criterion to a grouping process.
In the following, a cluster is defined as a group of communicating components.
More specifically, the related components at ti form clusters, and a component
Crlax belongs to a cluster only when a component Crlby exists in this cluster
so that relate(Crlax, Crlby, ti) = 1 is verified. As a component always relates
to itself, the isolated components of the system derive single-element clusters.
More formally, let Cluster(. . .) return at ti the set of clustered components1:

Cluster(tk) =
⋃

Crlai∈
Platform(tk)

(
Group(Crlai, ∅)− ∅)

with

Group(Crlai, A) =

{
Crlbj ∈ Platform(tk) ∪ Group

(
Crlbj , A ∪ {Crlbj}

)

| Relate(Crlai, Crlbj , tk) = 1 ∧ Crlbj /∈ A

}

The individual boundaries of accessible components in the same cluster can
be unified to highlight the spatial boundaries of a cluster. Figure 3 illustrates
a configuration where cluster boundaries change as users move. For example,
at time instant t2, three clusters co-exists in the campus guide system, and
Cluster(t2) =

{{CuJohn, Cp2, Cde1}, {CuJane, CuJim, Cp1, Cdh1}, {Cp3, Cda1}
}
. In

the configuration depicted, Jane and Jim belong to a same cluster as they are
both able to send and receive information from the humanities hotspot (Fig.3a).

1 Cluster(. . .) relies on a recursively defined Group(. . .) function. Given a component
Crlai and the empty set A = ∅ as an input, this function completes and returns A
with the tree of related components accessible to Crlai.
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(a) (b)

(c)

Fig. 3. Footprints of the changing set of clusters from t2 to t4 (only the moving com-
ponents are labelled; Administrative depts. cluster is not displayed)

When Jane moves towards the science departments, at some time between
t2 and t3, Relate(CuJim, CuJane, ti ∈]t2, t3[) = 0, and her component opens a
fourth, self-contained, cluster. At t3, John meets Jane, their components ex-
change information, and Relate(CuJohn, CuJane, t3) = 1. At the cluster level,
John joins Jane′s newly created cluster (Fig. 3b). Again, the configuration
changes at t4 when John accesses the humanities hotspot and so now belongs
to the cluster in green. Conversely, Jim loses his relationship with Cp1 and
Cdh1 servers. However, thanks to a bridged connection through CuJohn, Jim

′s
component is still part of the cluster in green (Fig. 3c).

Clusters need to be uniquely identified in order to be paired with preference
profiles. A signature ID is given by the set of roles that the components in a
cluster assume. For example, in figure 3, the green cluster signature is {u, p, dh}
(i.e.: roles “user”, “processing” and “data Humanities”), the users-only clusters
are identified by the singleton {u} and {de, p} label a cluster made of science
department hotspot components without users.

Properties of Clusters. With the objective of profiling user preferences and
recommending content, the proposed spatial clustering induces the following
properties:
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– the components and the environmental context are shared among the users
in a cluster;

– at the functional level, the data and tools offered to users are relative to each
cluster.

Both properties by-pass the implicit profiling difficulty for grouping users, or
components together in a recommender system (i.e.: Grouping criterion flaw).
When users in a cluster contribute to a profile, they share a physical context
and obtain access to the same subset of information and tools. Furthermore,
the derivation of this grouping criterion occurs at no cost as users only need to
identify neighbouring components corresponding to the cluster they belong to.

5 Profiling in a Clustered System

This section details the content and make-up of spatial and user profiles. An
algorithmic approach to profile derivation is also introduced. In our attempt to
address the drawbacks of recommender systems, the definitions of profiles and
the suggested algorithm complement cluster properties.

5.1 Content and Types of Profiles2

The proposed profiles combine the preferences of one or several users with respect
to the content delivered and the functionality offered in a given cluster. To be
more specific, a profile gathers an n-element set of (’key’, scr) pairs, associated
with a cluster signature [Clust. ID] and a component Crlaidx which this profile
applies to. For example, the contents of an individual profile (IP) is given by:

IP
[Clust. ID]
Crlaidx

→ {
(’key1’, scr1), (’key2’, scr2), . . . , (’keyi’, scri), . . . , (’keyn’, scrn)

}

The ’key’ parts identify pieces of information or functionality that are available
in a cluster with signature [Clust. ID], while scr scores quantify a user’s (or
group of users) interest towards the associated ’key’ elements. In a profile, a
pair of scores scra and scrb verifying scra > scrb acknowledges a user’s or group
preferences for the information or functionality ’keya’ over ’keyb’. Such scores are
float numbers in [0, 1], so that their sum in a profile equals 1 (i.e.:

∑n
i=1 scri = 1).

Ordering user elements of interest by attributing scores, makes personalising
the geospatial services possible. Personalisation in this case involves highlighting
content relevant to the current users and hiding content which is not of interest
to them. Similarly, the interface and functionality used to display and interact
with the content can be adapted according to such preference profiles.

In the campus assistant Jane′s individual profile at t1 highlights her inter-
est for geography (Tab. 1a). Jane′s client consequently emphasises geography

2 This section summarises the authors previous work, without detailing much of the
actual profile content derivation. A complete description of personal profile derived
from user’s actions is given in [11].
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Table 1. Contents of Jane personal profiles

(a) at t1, within Humanities hostpot area (b) at ti ∈]t2, t3[
IP

{u,p,dh}
CuJane

→ {
(’Geog.’, .4, ), (’Libr.’, .1), (’Hist., .2)

(’Liter.’, .2), (’InfoPane’, .07), (’MapPane’, .03)
} IP

{u}
CuJane

→ {
(’InfoPane’, .2),

(’MapPane’, .8)
}

related elements: the labels have been adapted, and the content panel automat-
ically loads information about this department (Fig. 2b). The layout of the user
interface also adapts to Jane′s current preference for descriptive content rather
than a map. Conversely, Jane′s client infers her preference for campus mapping
when she is alone between t2 and t3 (Tab. 1b). Accordingly, her client emphasises
the map during this period.

The definition of profiles allows their contents to be easily mixed and aver-
age or historical profiles to be derived. This approach for constructing profiles
discriminates several levels locally to each cluster:

– individual profiles (IP ) gather the preferences and scores of a single user.
At every time during execution, a client adapts its content and display to
the individual profile of the current cluster. Table 1 provides examples of the
content of such personal profiles;

– immediate group profiles (IGP ) account for the averaged preferences of the
users currently grouped in a cluster. Such profiles continually combine the
individual profiles of users in a cluster on a per-value basis. The preferences
depicted in group profiles reflect the most favoured content and functionality
among the users;

– strengthened group profiles (SGP ) balance the immediate group profiles with
previously derived scores. For example, SGP at ti averages the current imme-
diate group profile and the previously derived SGP at tx−1. These profiles
are less sensitive to sudden variations of user preferences than immediate
profiles.

For example, when Jim enters the humanities cluster at t2, his component com-

putes an immediate group profile IGP
{u,p,dh}
CuJim

and subsequently adapts his user
interface and content. Such profile derivation averages the individual profiles
of all components in the cluster and can be summarised by the operation in
fig. 4. Although the standard deviation of scores have been reduced by Jim′s
calibrated profile, the derived group profile still reflects Jane′s interest for ge-
ography. The server components also take part in the immediate group profile

Fig. 4. Jim constitution of an immediate group profile at t2
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derivation. Their contribution depends on the sharing algorithm, detailed in the
next section.

Profiles are stored by each component belonging to a cluster. Immediate and
strengthened group profiles are identical for all components of the cluster. In-
dividual profile scores differ on each client device, while they are equal at the
server component level (i.e.: every score of a n-elements profile equals 1/n). In

the following (IP |IGP |SGP )
[Clust. ID]
Crlaidx

denotes the individual, immediate group,
and strengthened group profiles of the component Crlaidx, locally in the cluster
identified by [Clust. ID].

Properties of profiles. With regards to the usual recommender system draw-
backs, different profile levels induce beneficial properties:

– users of the system are able to switch their active individual profile to either
an immediate or strengthened group profile that are available in the cluster
they belong to, whatever their adaptation policy is;

– profile choices can also be made automatically by the recommender system
on a client device. For example, group profiles can be favoured only when a
minimum number of users is reached;

– even when no other users currently belong to a cluster, a previous group
profile should exist on one of the components when a newcomer enters a
cluster.

Applying an individual profile is advantageous for a user who does not feel at
ease with group preferences, and wants to avoid being stereotyped. New users are
invited to adapt their content to a group profile; they therefore preserve them-
selves from a cold start period of undetermined preferences. Differences between
IGP and SGP also help the recommender system to find the appropriate level
of content inertia.

5.2 Maturing the Profiles in a Mobile System

The mobile nature of a LBS favours an additional solution to spread the prefer-
ences and avoid too much inertia in user profiles. Moving clients and servers can
carry profiles constructed in distant clusters and share them in a peer-to-peer
way. A set of components gathering in a cluster share not only profiles identified
by this cluster but also any other profiles of different clusters they might have in
common. Algorithm 1 summarises the proposed peer sharing methodology. This
pseudo-code runs in a loop on each component of the system.

At first, a given component and their neighbouring devices exchange roles to
identify the cluster they belong to (l.2). If necessary, IP , IGP and SGP pro-
files are allocated with all scores valued equally (l.3→5). Sharing and averaging
scores occurs for all existing cluster IDs defined among the profiles allocated (l.
6). The sharing and merging procedure collects the personal profiles with ID
[AnyClust] of the components in the current cluster and derives an averaged
immediate profile as an output (l.7). In turn, the produced output combines to
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Algorithm 1. Iterative profiles derivation at a given component Crlaidx level

1: loop
2: compute current cluster ID as [MyClust]

3: if !
(
IP

[MyClust]
Crlaidx

allocated
)
then

4: allocate equal profiles: IP
[MyClust]
Crlaidx

, IGP
[MyClust]
Crlaidx

, and SGP
[MyClust]
Crlaidx

5: end if
6: for all

(
individual profile IP

[AnyClust]
Crlaidx

allocated
)
do

7: IGP
[AnyClust]
Crlaidx

← ShareAndMerge
(
[AnyClust]

)

8: SGP
[AnyClust]
Crlaidx

←Merge
(
IGP

[AnyClust]
Crlaidx

, SGP
[AnyClust]
Crlaidx

)

9: if
(
Favour Immediate group profile policy

)
then

10: IP
[AnyClust]
Crlaidx

← IGP
[AnyClust]
Crlaidx

11: else if
(
Favour Strengthened group profile policy

)
then

12: IP
[AnyClust]
Crlaidx

← SGP
[AnyClust]
Crlaidx

13: end if
14: end for
15: adapt() Crlaidx to IP

[MyClust]
Crlaidx

16: infer() preferences and scores until tx+1

17: update() IP
[MyClust]
Crlaidx

with the infered scores
18: end loop

the last SGP profile and is stored as a newer version (l.8). Depending on the
current component policy, the individual profile scores are updated to either
IGP or SGP values; or are left unchanged (l.9→13). Lines 15 to 17 are built
on existing work and is where the adaptation of the content presented, and the
implicit perception of user preferences occur. The procedures adapt(), infer()
and update() have been defined in [11]. Overall, these functions act together as
a recommender system on the client device: they infer preferences, complete the
individual profile scores, and update the layout accordingly.

The profile sharing behaviour described in the case study are derived from
the proposed algorithm. For example, at t3, sharing profiles between Jane and
John do not solely focus on their current user-only cluster (i.e.: with ID {u}),
but also encompass the previously derived profiles they carry. Thanks to Jane′s
experience of the system, John′s client embeds a humanities related IGP even
if he stands outside of the boundaries of the humanities cluster. John′s decision
not to adapt his content to this immediate group profile reflects a switch in his
policy that favours personal instead of group profiles.

Properties of the Sharing Algorithm. The profile derivation algorithm en-
compasses typical features to improve preference sharing and recommendations
in location-based services:

– profiles assigned to clusters are also shared outside of the cluster’s context.
The profiles of users can therefore be updated before they actually belong
to a cluster;
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– servers and user components are treated alike. Although preferences are
not inferred and content is not adapted on servers, all the components of
Platform(ti) share the profiles in a peer-to-peer approach.

Since the scores of any profile can be updated in every cluster, having a substan-
tial number of components running the profile derivation algorithm is advisable
to settle inertia of profile content. Due to the movement of components and
interactions of devices, the content of profiles does not remain static for long.

6 Discussion

Recommender systems have been introduced as a solution to the increasing diffi-
culty to sort and present relevant information to users of location-based services.
In such systems, inferring preferences and adapting the content and interface is
valuable to the user. Implicit as well as collaborative profilers sometimes fail to
achieve this objective due to several technical and/or design drawbacks as men-
tioned in section 2. This paper highlights the properties of LBS that can resolve
some profiling challenges for mobile systems. The concept has been implemented
through a prototype simulator. This tool allows different recommender system
behaviours to be tested. This includes the modelling of different user mobility
(with pauses) as well as different interaction modes based on mouse tracking.
The simulator generates group profiles that can produce adapted interfaces and
allows for comparison between variations of different profiles.

Table 2. Summary of the proposed improvement sources with regard to the usual
challenges a recommender system faces

Grouping criterion Inertia of content Cold start Stereotyped users

Regional
clustering

components un-
dergo a same
functional and envi-
ronmental context

- - -

low-resources signa-
tures derivation

Profile nature
and content

- profiles types IGP
and SGP differ by
their content inertia

ready to use pro-
files when entering
a cluster

user or system policy
to adapt to the most
appropriate type.

Sharing
algorithm

-
clusters profiles are
shared outside of
their boundaries

- -

each component
produces and shares
profiles

The proposed approach models a LBS as a set of regions whose relationships
give rise to clusters of active users and components. Profiles are built locally
for each cluster and rank the data and functionality offered within a cluster.
Several types of profiles, either personal or group-based, have been introduced.
Depending on their experience of the system, users can switch from one type to
another and find the profile that best suits their preferences. An algorithm to
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share and merge profiles across the system space benefits from user and com-
ponent mobility and enriches profiles with up-to-date content scores. Clusters,
profile descriptions, and sharing algorithms constitute distinct layers that to-
gether improve traditional recommender systems. Several properties have been
explored in the paper and are summarised in table 2.

The potential positive properties of our hybrid approach can be discussed and
raise additional open questions. While one of the main benefits of the approach,
is the ability to provide different types of profiles, which may improve the inertia
and cold start issues, these are not terms or concepts familiar to average users.
As a result, inexperienced users may not alternate between profiles, choosing to
remain with the default one. A challenge is therefore, to inform users on when
to switch profiles and the benefits this can bring to their interaction with the
system. This can be achieved at the interface level by providing information
about the contents of other types of profile.

In the system described here, the cluster arrangement is preconfigured based
on the underlying computer network infrastructure. In the case of the campus
navigation assistant, this corresponds to the physical layout of the buildings.
Generating such clusters creates an overhead for the developer and system de-
signer. It would be more advantageous for the cluster arrangement to form nat-
urally based on the underlying infrastructure. The implementation of this would
enable a generic system to be developed and used in various contexts.

Many of the limitations discussed above can be alleviated through further
development of the approach and refinement of the algorithms. For example,
fine tuning of the algorithm for assigning weights to preferences within profiles
can improve the recommendations returned to users. Generally, such details are
dependent on the specific context of use which must be taken into consideration.
Technical details on how devices share profiles also needs to be investigated.
The approach described here is robust and can be broadened to not only include
places or regions visited within the context of a small geographical area, like a
campus for example, but also for wider interactions. As people share more and
more location-based information through social interaction and networks, this
data can be used to produce region profiles on a national and international level.

7 Conclusion

This paper has introduced a new type of profile, the region profile, which of-
fers an innovative technique for personalising location-based services. Individual
user profiles are generated by monitoring user interactions with the physical en-
vironment and online content. These robust profiling techniques can be used to
produce relevant recommendations at the interface level. To solve issues with
recommender systems, such as the well-known cold start and inertia problems,
region profiles are introduced. Regions of interest are generated by the com-
ponents of an underlying distributed infrastructure. The individual profiles of
users entering such regions get combined to create a profile for that region.
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This emerging region profile then contributes to individual recommendations
and profiles. By empowering the user with the possibility of using their personal
profile, that of the region or a hybrid, appropriate recommendations can be
delivered from a user’s first interaction with the system. A case-study of a college
campus is provided to illustrate the approach. Work on refining the algorithms
and the technical details of how profiles are shared is ongoing.
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1. Balabanović, M., Shoham, Y.: Fab: content-based, collaborative recommendation.
Communications of the ACM 40(3), 66–72 (1997)

2. Ballatore, A., McArdle, G., Kelly, C., Bertolotto, M.: Recomap: An interactive and
adaptive map-based recommender. In: Proceedings of the 25th ACM Symposium
on Applied Computing (SAC), pp. 887–891. ACM (2010)

3. Burke, R.: Hybrid recommender systems: Survey and experiments. User Modeling
and User-Adapted Interaction 12(4), 331–370 (2002)

4. Gartner, G., Cartwright, W.E., Peterson, M.P. (eds.): Location-Based Services
and TeleCartography. Lecture Notes in Geoinformation and Cartography. Springer,
Heidelberg (2007)

5. Gartner, G., Rehrl, K. (eds.): Location-Based Services and TeleCartography II.
Lecture Notes in Geoinformation and Cartography. Springer, Heidelberg (2009)

6. Gupta, G., Lee, W.-C.: Collaborative spatial object recommendation in location
based services. In: International Conference on Parallel Processing Workshops,
pp. 24–33 (2010)

7. Kelly, D., Teevan, J.: Implicit feedback for inferring user preference: a bibliography.
ACM SIGIR Forum 37(2), 18–28 (2003)

8. Lam, W., Mukhopadhyay, S., Mostafa, J., Palakal, M.: Detection of shifts in user
interests for personalized information filtering. In: SIGIR 1996: Proc. of the 19th
International Conference on Research and Development in Information Retrieval,
pp. 317–325. ACM (1996)

9. Longley, P.A., Goodchild, M.F., Maguire, D.J., Rhind, D.W.: Geographical Infor-
mation Systems and Sciences, 2nd edn., 517 pages. John Wiley and Sons (2005)

10. Mac Aoidh, E., Bertolotto, M., Wilson, D.C.: Understanding geospatial interests by
visualising map interaction behaviour. Information Visualization 7(3-4), 257–286
(2008)

11. Mac Aoidh, E., McArdle, G., Petit, M., Ray, C., Bertolotto, M., Claramunt, C.,
Wilson, D.: Personalization in adaptive and interactive gis. Annals of GIS 11(1),
23–33 (2009)

12. Petit, M., Ray, C., Claramunt, C.: A user context approach for adaptive and dis-
tributed GIS. In: Proceedings of the 10th International Conference on Geographic
Information Science (AGILE 2007), Aalborg, Denmark. Lecture Notes in Geoin-
formation and Cartography, pp. 121–133. Springer, Heidelberg (2007)



184 G. McArdle et al.

13. Rich, E.: Users are individuals: individualizing user models. Interntational Journal
of Man-Machine Studies 18(3), 199–214 (1983)

14. Satyanarayanan, M.: Pervasive computing: Vision and challenges. IEEE Personal
Communications 8(4), 10–17 (2001)

15. Schein, A.I., Popescul, A., Ungar, L.H., Pennock, D.M.: Methods and metrics
for cold-start recommendations. In: Proceedings of the 25th Annual International
ACM SIGIR Conference on Research and Development in Information Retrieval,
pp. 253–260. ACM, New York (2002)

16. Tahir, A., McArdle, G., Ballatore, A., Bertolotto, M.: Collaborative filtering - a
group profiling algorithm for personalisation in a spatial recommender system. In:
Geoinformatik 2010 (2010)

17. Wilson, D., Doyle, J., Weakliam, J., Bertolotto, M., Lynch, D.: Personalized maps
in multimodal GIS. International Journal of Web Emerging Technology 3(2), 196–
216 (2007)

18. Wu, D., Zhao, D., Zhang, X.: An adaptive user profile based on memory model.
In: Web-Age Information Management, pp. 461–468 (2008)

19. Yang, Y., Claramunt, C.: A Hybrid Approach for Spatial Web Personalization. In:
Li, K.-J., Vangenot, C. (eds.) W2GIS 2005. LNCS, vol. 3833, pp. 206–221. Springer,
Heidelberg (2005)



S. Di Martino, A. Peron, and T. Tezuka (Eds.): W2GIS 2012, LNCS 7236, pp. 185–202, 2012. 
© Springer-Verlag Berlin Heidelberg 2012 

Enforcing Protection Mechanisms for Geographic Data 

Alban Gabillon and Patrick Capolsini 

Université de la Polynésie Française,  
BP 6570, 98702 FAA’A, French Polynesia 

{Alban.Gabillon,Patrick.Capolsini}@upf.pf 

Abstract. In the framework of a geographic application displaying maps, there 
are several solutions for protecting a sensitive object. Sensitive objects can be 
hidden, masked, blurred or even replaced by fake objects. In this paper we 
suggest a framework to specify protection mechanisms to enforce whenever a 
prohibition is derived from the security policy. This framework includes (i) 
logical rules allowing us to derive protection mechanisms from prohibitions, 
and (ii) an algorithm which builds the map to display, according to the derived 
protection mechanisms.  

Keywords: Access Control, Geo-spatial Data visualization, Map service, Policy 
Enforcement Point. 

1     Introduction 

Given a query, the security policy of a database application specifies which objects 
are authorized and which objects are unauthorized. In a traditional database approach, 
enforcement of the security policy is simply done by removing the unauthorized 
objects from the final answer to the query. In a geographic database application, 
things are more complicated. Let us consider a map service building maps from 
various spatial objects. In such an application, there are several methods for 
protecting unauthorized objects. Some unauthorized objects are simply removed from 
the final map as it is the case in a traditional database application, but some other 
sensitive objects are protected by using methods which are specific to geographic 
applications. Examples of such specific methods are referred to as blurring, masking, 
pixelization or “cut and paste” (i.e. overlay a sensitive object with another fake 
objects). Figure 1 shows some examples of sensitive objects which were protected by 
using such methods in well known geographic applications. These examples are all 
taken from [1]. The top left map shows a masked area at the state border between 
Yukon and Alaska. The top right map shows a pixelizated factory at Toulouse in 
southwestern France. On the bottom left map, part of the Michael Army Airfield 
(Utah) is blurred. On the bottom right map a fake landscape object overlays a 
sensitive military area of Xinshe in Taiwan. 
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Existing security models [2-5] for geo-spatial applications focus on how to express 
security policies. Figure 2 shows that the work presented in this paper is located 
downstream of these models. The studies cited above deal with what is represented 
inside the dashed rectangle. They provide models for expressing contextual security 
policies for geographic data. Given a query that addresses a set of spatial objects, the 
security policy determines which objects are authorized and which objects are not 
authorized. The work presented in this paper deals with what is inside the dotted 
rectangle. It breaks down as follows:  

• It defines a formal framework for deriving security mechanisms to be enforced on 
unauthorized objects. 

• It proposes a Policy Enforcement Point (PEP) algorithm to display the final map 
taking into account the protection mechanisms that should be enforced on 
unauthorized objects.   

To our knowledge, we are the first to propose a complete formal framework for 
specifying the mechanisms that should be enforced on prohibited objects. Let us 
mention, that we published a preliminary version of this work as a position paper in [6]. 

In section 2 of this paper, we felt the need to recall the basics of a security model 
we already defined in [4] and [5]. This security model allows us to express contextual 
security policies for geographic applications. In section 3 we define our logical 
framework for specifying protection rules. In section 4, we define the PEP algorithm 
which enforces protection mechanisms and builds the map to display. In section 5 we 
illustrate our proposal with a complete application example. In section 6, we give a 
sketch of the implementation of our proposal within the framework of the OpenGIS® 
Styled Layer Descriptor (SLD) Profile [7] of the OpenGIS® Web Map Service 
(WMS) Encoding Standard [8]. A prototype showing the feasibility of our approach 
can be found at the following url:  

http://pages.upf.pf/Patrick.Capolsini/rech/protect/index.htm.  

In section 7, we review related works. Finally section 8 concludes this paper. 

2     Security Policy Model 

In [4] and [5], we proposed a security policy model for geographic applications, based 
on the OrBAC model [9] and the ABAC model [10]. Our model considers dynamic 
spatial security rules. A spatial dynamic security rule can be activated or deactivated 
depending on some spatial context. Generally, a spatial context is considered to be a 
spatial condition that holds on the subject and/or the object. In [4], we identified and 
modelled various types of spatial contexts based on the user location and/or the spatial 
object location. We also showed how to model geo-temporal contexts and contexts 
related to movement. In [5], we focused on visualization of geo-data i.e. we showed 
how to model various types of visualization contexts (such as zoom-in factor, layers 
transparency, brightness …etc) for geo-data and how to express dynamic security 
rules based on such contexts. 

Since this paper focuses on policy implementation and not on the security policy 
itself, we present here a simplified version of our model. It mainly defines a logical 
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language for expressing security policies for geographic applications. Note, however, 
that we also use the predicates and functions defined in this section to express our 
protection rules in section 3.  

In section 2.1 we define the objects of our model. In sections 2.2 and 2.3 we define 
elements of our language for writing security policies. In section 2.4, we define the 
concept of spatial query. In section 2.5 we define authorization rules.  

2.1     Geometric Entities 

A georeferenced (geometric) object is a granule of information that is relevant to an 
identifiable subset of the Earth's surface [11]. Any geometric object has the following 
two components [12] : a description: the entity is described by a set of descriptive 
attributes (e.g. the name of a city) and a geometry which indicates the entity’s location 
and its shape. The geometry model we consider is the OpenGIS Geometry Model [13]. 

2.2     Spatial Analysis Functions 

Spatial analysis functions take one or more geometric objects as input and return 
either a number or another geometric object. We consider the following functions. Let 
a and b be two geometric objects and x a scalar: 

• distance(a,b) – Returns the shortest distance (a scalar) between any two points in 
the two geometric objects a and b 

• buffer(a,x) – Returns a geometric object that represents all points whose distance 
from geometric object a is less then or equal to x 

• convexHull(a) – Returns a geometric object that represents the convex hull 
(mathematical definition) of geometric object a 

• a ∩ b, a ∪ b, a \ b, a Δ b, – Respectively returns a geometric object that 
represents the point set intersection (resp. union, resp. difference, resp. symmetric 
difference) of object a with object b 

• I(a), B(a), E(a) and dim(a) respectively returns the interior, boundary, exterior and 
dimension (-1 for the empty geometry Ø, 0 for Point, 1 for Linestring and 2 for 
Polygon) of a. 

• speed(a) – Returns the speed of the object. The speed is a scalar value greater than 
or equal to 0. 

• direction(a) – Returns the direction taken by the object. The direction is an angle 
value between 0 and 360 degrees. It is equal to N/A (Not Applicable) if the speed 
is equal to 0. 

2.3     Spatial Predicates 

Spatial predicates are used to test for the existence of a specified topological 
relationship between two geometric entities. Using functions I(g) and dim(g) returning 
respectively the interior and dimension of geographic object g, [13] defines eight 
spatial predicates namely, Equals, Disjoint, Intersects, Touches, Crosses, Within, 
Contains and Overlaps. 
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2.4     Spatial Query 

In the framework of a map service a spatial query outputs a map. This map is 
constructed from a set of geo-referenced objects which are all displayed at the same 
zoom-in factor. This zoom-in factor is a parameter of the query. 

Let q be a spatial query. We denote O(q), the set of objects addressed by query q 
and zf(o) the zoom-in factor of object o. This zoom-in factor is inherited from query q 
and is the same for all objects addressed by query q.  

2.5     Contextual Authorization Rules 

Security rules specify how subjects can execute actions on objects. Our model 
includes permissions (positive rules) and prohibitions (negative rules). Given a query, 
authorized objects addressed by the query are used to build up the map. 

We define a positive authorization rule as a logical rule having the following form: 

( )),( osPermitConditionos →∀∀  (9) 

Permit(s,o)  reads “s is permitted to view object o.” 
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We define a negative authorization rule as a logical rule having the following form: 

( )),( osDenyConditionos →∀∀  (10) 

Deny(s, o) reads “s is forbidden to view object o.” 
In both rules Condition is a logical expression used to express some properties 

regarding the subject, the object and the context. 
Let us consider the following example of security policy which consists of the four 

following rules: 
The first security rule says that civilians are forbidden to view tanks. 

( )),()()( osDenyoTanksCivilianos →∧∀∀  (11) 

The second security rule says that civilians are forbidden to view barracks at a zoom-
in factor greater than 1. 

( )),(1)()()( osDenyozfoBarracksCivilianos →>∧∧∀∀  (12)

The third security rule says that soldiers have the permission to view tanks: 

( )),()()( osPermitoTanksSoldieros →∧∀∀  (13)

The fourth security rule says that soldiers do not have the permission to view tanks 
which are not within the military zone: 

( )),(),()()( osDenyneMilitaryZooWithinoTanksSoldieros →¬∧∧∀∀  (14)

Note that there is a conflict between the last two rules regarding tanks which are not 
within MilitaryZone area. It is not the purpose of this paper to discuss this issue. The 
reader can refer to [4], where we use the conflict resolution strategy defined in the 
OrBAC model. This conflict resolution strategy is based on separation constraints and 
priorities assigned to rules. Our first aim, in this paper, is to devise a logical framework 
to specify the security mechanisms which are to be enforced whenever we derive an 
instance of the Deny predicate from the security policy, regardless of the conflict 
resolution strategy which is used. We define this framework in the next section. 

3     Contextual Protection Rules 

3.1     Definition 

In this section, we define a complete framework for specifying the protection 
mechanism which should be enforced in case a user is denied to view a given object. 
The logical language we use is based on the language we defined in the previous 
section.  
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A Protection Rule is a rule of the form: 

( )),(),( MoProtectosDenyConditionos →∧∀∀  (15)

As it is the case with authorization rules, Condition is used to express some properties 
that should hold on the subject, the object and the context. This means in particular 
that given an unauthorized object, the protection mechanism that should be enforced 
may vary from one context to another. 

Protect(o,M)  reads “o should be protected with mechanism M”. M is a protection 
mechanism function which is one of the followings: 

Let g be a geometric object and i a scalar: 

• reject_query: reads “reject the query which requires o to be displayed” i.e. empty 
map is returned even if the query addressed some authorized objects. 

• blur : reads “blur o” 
• mask: reads “mask o”  
• pixelizate: reads “lower o’s resolution”. 
• hide: reads “remove o” 
• paste(g): reads “cut and paste g” i.e. “overlay o with g”. . paste(g) is very often 

used to build what is referred to as a cover story i.e. a lie. It can be a fake object 
which does not exists in the real world. It can be an existing object from which 
some visual details have been hidden. It can be an existing object, but shown at an 
incorrect location etc. 

• zoom_in(i): reads “forces the zoom-in factor of object o to a value which is less 
than or equal to i". As we will see in section 4, this protection method would also 
decrease the zoom-in factor of other objects, even authorized ones, since given a 
map the zoom-in factor is the same for all objects.  

Note that, to define our model, we do not need to enter into the details of the blur, 
mask and pixelizate functions. However, in a real implementation, these protection 
mechanisms would require some parameters such as the intensity for the blur 
function, the shape and the position of the mask for the mask function and the 
resolution for the pixelizate function. 

Let us consider the following two examples of protection rules:   

( )),(),()( hideoProtectosDenyoTankos →∧∀∀  (16)

( )))1(_,(),()( inzoomoProtectosDenyoBarrackos →∧∀∀  (17)

The first rule says that if someone who is forbidden to see tanks request to see them 
then tanks should be removed from the returned map. The second rule says that 
someone who is forbidden to see barracks can in fact see them but at a zoom-in factor 
equal to 1. 

If for a given prohibition there is no specific protection rule then a default 
mechanism applies. This default mechanism depends on the application.  For example 
the following default rule says that the default mechanism is blur. 
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( )),(),( bluroProtectosDenyos →∀∀  (18)

If for a given prohibition, several mechanisms can be derived then only one of them 
should be selected. Such selection should be done on a priority basis. However, we 
have two options for assigning priorities: 

• either we assign priorities to the mechanism themselves. For example, the 
following list could represent the hierarchy of mechanisms (from the lowest 
priority to the highest priority): {zoom-in, pixelizate, blur, mask, paste, hide, 
reject_query}, 

• or we assign priorities to protection rules (with the default rule having the lowest 
priority). 

In section 4, we design a Policy Enforcement Point (PEP) algorithm which works 
with both approaches. 

3.2    Merging Prohibitions and Protection Rules 

In our model, we distinguish between the prohibitions and the protection rules. 
However, we could envisage merging the two types of rules as follows: 

( )),(),( MoProtectosDenyConditionos ∧→∀∀  (19)

In the above definition, we directly specify in the prohibition rule the protection 
mechanism that should be enforced.  If we apply this principle to the example described 
in section 3.1, then rules 11, 12 and 14 are merged with rules 16 and 17 as follows: 

( )),(),()()( hideoProtectosDenyoTanksCivilianos ∧→∧∀∀  (20)
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(22)

The obvious advantage of merging prohibitions and protection rules is that we end up 
with managing only one set of rules. However, this approach has the following 
disadvantages: 

• If we need to enforce the same protection mechanism for several different 
prohibitions then we have to specify this mechanism in each of the prohibition 
rules. For example, we had to specify that the protection mechanism should be hide 
in rules 20 and 22. 

• We reduce the expressive power of our model. In rule 19, the same condition 
triggers both the prohibition and the protection mechanism, whereas in rules 10 
and 15, the condition triggering the prohibition can be different from the condition 
triggering the protection mechanism.  
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In the remainder of this paper we will not consider any more the possibility of 
merging the two types of rules since we want our model to have the highest possible 
expressive power. However, from a practical point of view, we are perfectly aware 
that a single set of rules might be easier to manage than two separate sets of rules. 

4     Policy Enforcement Point Algorithm 

In this section we define an algorithm for (i) enforcing protection mechanisms and (ii) 
construct the map to display. O(q) denotes the set of objects addressed by query q. 
zf(q) denotes the zoom-in factor of query q (see section 2.4). map denotes the map to 
construct. empty_map denotes the empty map. minzf denotes the zoom-in factor at 
which the final map is going to be displayed. insert(o,map) denotes a procedure which 
inserts geo-referenced object o into map map. overlay(o,g) denotes a procedure which 
overlays geo-referenced object o with geo-referenced object g. mask(o) denotes a 
function which overlays o with a mask, blur(o) denotes a function which blurs o, 
pixelizate(o) denotes a function which lowers o’s resolution. applyzf(i,map) is a 
function which applies zoom-in factor i on map map. 

/* Protect(o,M) should be read “Protect(o,M) can be derived from 

the Protection Rules” */ 

1. map  empty_map 
2. minzf  zf(q) 

3. For o in O(q)  

4.  If Protect(o,reject_query) then  

5.   Return(empty_map) 

6.  Else  
7.   If NOT Protect(o,hide) then 

8.    insert(o,map) 

9.    If  Protect(o,paste(g)) then  

10.     overlay(o,g) 

11.    Else   

12.     If Protect(o,mask) then  

13.      mask(o) 

14.     Else 

15.      If Protect(o,blur) then  

16.       blur(o) 

17.      Else 

18.       If Protect(o,pixelizate) then 

19.        pixelizate(o) 

20.       Else 

21.        If Protect(o,zoom_in(i)) then  
22.         minzf min(i,minzf) 

23. Return(applyzf(minzf,map))  
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This algorithm works in the following two cases: 

• Mechanisms have different priorities and the following mechanism hierarchy is 
used (from the lowest priority to the highest priority): {zoom-in, pixelizate, blur, 
mask, paste, hide, reject_query}. The algorithm is designed to select the highest 
priority mechanism in case more than one mechanism can be derived from a single 
prohibition.  

• Priorities are assigned to protection rules (with the default rule having the lowest 
priority). The algorithm selects the mechanism derived from the highest priority 
rule in case more than one mechanism can be derived from a single prohibition. 
However, it might happen that several mechanisms are selected. This can be the 
case if some protection rules have the same priority.  If this occurs, then the 
algorithm selects the mechanism to enforce on the basis of the mechanisms 
hierarchy. 

Regarding this algorithm we can make the following comments: 

• If, for any object, mechanism, reject_query should be enforced then the algorithm 
terminates (line 5) and an empty map is returned, even if the query addressed some 
authorized objects. 

• Prohibited objects that should be removed from the final map are ignored (line 7). 
• Line 8 inserts authorized objects. It also inserts prohibited objects on which a 

protection mechanism should be applied. 
• The returned map is displayed at the lowest zoom-in factor imposed by protection 

rules (line 22). For example, let the zoom-in-factor of the query be equal to 5. 
Assume there are two objects addressed by the query which are protected and 
should be displayed respectively at zoom-in factor equal to 4 and zoom-in factor 
equal to 3. The lowest zoom-in factor imposed by protection rules is selected and 
the map is displayed at zoom-in factor equal to 3. 

• Lines 10, 13, 16 and 19 apply various protection methods. 
• Line 23 applies the zoom-in factor and returns the final map. 
• This algorithm is linear with the number of objects addressed by the query. 

Of course this algorithm could be written differently. We could consider another 
mechanism hierarchy or we could consider a partial order on the set of mechanisms. 
In this latter case, if two mechanisms which cannot be compared can be derived from 
the same prohibition then priorities on rules should be used to select one of these 
mechanisms. 

5    Application Example 

5.1     Contextual Security Policy 

We consider an organization simultaneously managing a fleet of taxis and a fleet of 
ambulances. While driving, drivers from this company use a spatial application 
displaying surrounding objects. Fig 3 shows that subjects are drivers who can be 
either taxi drivers or ambulance drivers. Objects are buildings, roads and military 
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areas (including military hospitals). Basically, the security policy expresses the fact 
that drivers can view spatial data which are within a radius of 40 km around their 
position. However, there are some restrictions to this general rule.  

 

 

Fig. 3. Synopsis of our example 

Default Policy: The default policy is closed i.e. given a subject s and an object o, if 
Permit(s,o) cannot be derived from the security policy then Deny(s,o) should be 
derived. 

Drivers have the permission to view at a maximum zoom-in factor of 10 any object 
that is within a radius of 40km around their position. 

( )),(10)(40),()( osPermitozfosdistancesDriveros →≤∧≤∧∀∀  (23)

Drivers have the permission to view roads at a maximum zoom-in factor of 10 (even 
those which are not within a radius of 40km).  

( )),(10)()()( osPermitozfoRoadsDriveros →≤∧∧∀∀  (24)

Taxis driving at a speed greater than 100km per hour are forbidden to view any 
object. This rule does not apply to ambulances since they are emergency vehicles.  

( )),(100)()( osDenysspeedsTaxios →≥∧∀∀  (25)

Drivers are prohibited to view military areas . 

( )),()()( osDenyoeaMilitaryArsDriveros →∧∀∀  (26)

Drivers are prohibited to view buildings which are contiguous to military areas  

( )),(),()()()( osDenymoTouchesmeaMilitaryAroBuildingsDrivermos →∧∧∧∀∀∀  (27)

Ambulances are permitted to view military hospitals at a maximum zoom-in factor  
of 5. 

( )),(5)()()( osPermitozfospitalMilitaryHosAmbulanceos →≤∧∧∀∀  (28)

Subjects 

Driver View Building 

Road 

MilitaryArea 

MilitaryHospital 

Ambulances 

Taxi 

Actions Objects 
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The above security policy may lead to conflicts. Rule 23 and rule 24 conflict with the 
default policy. For a taxi driving at more than 100 km per hour, rule 25 conflicts with 
rules 23 and 24. For military areas, rule 26 conflicts with rule 23. For buildings 
contiguous to military areas, rule 27 conflicts with rule 23. For ambulances, military 
hospitals and a zoom-in factor lower than 5, rule 28 conflicts with rule 26. As we said 
before, it is not the purpose of this paper to discuss conflict resolution. In this 
example, we simply assume that rules 23 and 24 override the default policy, rule 25 
overrides rules 23 and 24, rule 26 overrides rule 23, rule 27 overrides rule 23 and rule 
28 overrides rule 26.  

5.2     Protection Rules 

Default Mechanism: We define the default mechanism as hide: 

( )),(),( hideoProtectosDenyos →∀∀  (29)

Rule 30 says that if a taxi driving at 100km is forbidden to view an object then his 
query should be rejected 

( ))_,(),(100)()( queryrejectoProtectosDenysspeedsTaxios →∧≥∧∀∀  (30)

Rule 31 says that if a subject is forbidden to view a building within a radius of 40km 
then the resolution of this building should be lowered. 

( )),),(40),()( pixelizateProtect(oosDenyosdistanceoBuildingos →∧≤∧∀∀  (31)

Rule 32 says that if a subject is forbidden to view a military area within a radius of 
40km then this military area should be masked. 

( ))),(40),()( maskProtect(o,osDenyosdistanceoeaMilitaryAros →∧≤∧∀∀  (32)

Rule 33 says that if an ambulance is forbidden to view a military hospital within a 
radius of 40km then the zoom-in factor should be lowered to 5. 
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We assign priorities to protection rules. The default rule 29 has the lowest priority. 
Rule 30 has the highest priority. Rules 31 and 32 have the same priority. Rule 33 has 
a higher priority than rule 32. 

The default mechanism applies whenever it is not possible to derive any 
mechanism for a given prohibition. Therefore we can easily see that the default 
mechanism (rule 29) applies to instances of the Deny predicate which are derived 
from the default (closed) policy. These instances address objects which are not the 
roads and which are outside of a 40km radius. Rule 30 applies to instances of the 
Deny predicate which are derived from rule 25. Taxis driving too fast should see their 
query rejected i.e. taxis are in fact forbidden to use the application as long as they 
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drive too fast. Rule 31 applies to the instances of the Deny predicate which are 
derived from rule 27, i.e. buildings touching military areas should be pixelizated. Rule 
33 applies to some instances of the Deny predicate which are derived from rule 26. 
These instances address ambulances requesting to view military hospital at a zoom-in 
factor greater than 5 (recall that rule 28 say that  ambulances are permitted to view 
military hospitals at a zoom-in factor lower than 5). Rule 32 applies to all the other 
instances of the Deny predicate which are derived from rule 26. 
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Fig. 4. Original map and Taxi driver view 

The left picture of figure 4 shows an example of an original road map. The right 
picture shows the taxi driver view of the same map. The zoom-in factor is 5, the circle 
represents the 40km radius, objects outside this radius are hidden (except roads), the 
military area is masked and the building near the military area is pixelizated. Note that 
under the assumption that the military area is not a military hospital, the ambulance 
view is the same as the taxi view. 

6     Sketch of Implementation 

In this section, we sketch the implementation of our model within the framework of 
the OpenGIS® Styled Layer Descriptor (SLD) [7] Profile of the OpenGIS® Web 
Map Service (WMS) [8] specification.  

6.1     The OpenGIS® Web Map Service Specification 

Among all the specifications published by the OGC [14] regarding Geographic 
Databases and data exchange protocols, the most popular and widely used is 
undoubtedly the OpenGIS® Web Map Service (WMS). WMS servers support the 
creation and display of registered and superimposed map-like views of information 
coming from multiple heterogeneous sources including other WMS servers. The 
underlying protocol for WMS is the Hypertext Transfer Protocol (HTTP). Most WMS 
servers implement a common gateway interface (cgi-bin) and may be requested via an 
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URL issued from a standard web-browser or any WMS-enabled software. The main 
parameters of a basic GetMap request to a WMS server include an ordered (bottom to 
top) list of layers (spatial objects), an ordered list of styles in which each layer is to be 
rendered (with a one-to-one correspondence with the list of layers), a Bounding Box 
specifying the geographical extent of the region to map and two parameters (width 
and height) specifying the final size of the requested image. The response of the 
server to a valid WMS GetMap request is an image file in the specified format 
(MIME type such as PNG, GIF or JPEG) having the dimension width by height 
pixels. Two points are fundamental in WMS requests: (i) conjunction of the requested 
image size (width and height parameters) with the in situ geographical extent 
(Bounding Box parameter) leads to the definition of the zoom-in factor for the final 
map and (ii) applying a specific style to a specific layer (geographical object) leads to 
the concept of Styled Layers developed in the next subsection. 

6.2     The OpenGIS® Styled Layer Descriptor Profile 

A styled layer represents a particular combination of a ‘layer’ and a ‘style’ in which 
that layer can be symbolized. Conceptually, the layer defines a stream of features and 
the style defines how those features are symbolized. Defined by OGC in 2007, the 
Styled Layer Descriptor (SLD) is an XML-based description format for formatting 
data from a WMS flow. It plays the same role as a CSS file to an HTML page, the 
goal being to completely separate the style from the data. For example the same 
geographic object of type point may be symbolized as a small blue dot, a large red 
cross or a medium green square. A polygonal object may be drawn as a light blue 
transparent hatch, a fully opaque black polygon as well as a green grass-looking 
textured object. Named-styles are predefined using SLD files and used within the 
Styles parameter of the WMS request. 

6.3     Rewriting WMS Queries 

Our prototype acts as a front-end engine rewriting WMS queries issued from an 
authenticated user on the basis of the outcome produced by the PEP algorithm 
presented in section 4. User queries are rewritten as follows: 

• Each object that should be hidden (line 7 of the PEP algorithm) is simply removed 
from the list of requested layers. 

• Each object o that should be overlaid by another object g (line 11 of the algorithm) 
is replaced by object g in the list of requested layers.  

• Reducing the zoom-in factor (line 23 of the algorithm) is achieved by modifying 
the width and height of the final image so that the ratio between the bounding box 
and the size of the image respects the zoom-in factor imposed by the PEP 
algorithm. 

• We wrote three SLD protection styles simulating respectively the three protection 
mechanisms blur, mask and pixelizate (line 14, 17 and 20 of the PEP algorithm). 
For each object that should be blurred, masked or pixelizated, the corresponding 
protection style replaces the style of the original query. 
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Let us assume for example that the following query is issued by a taxi driver. It 
requests all layers (objects) with the default style for each layer (see Figure 4). 

http://yourWmsServer.com/wms?SERVICE=wms&VERSION=1.3.0&REQUEST=G

etMap&LAYERS=Roads,B1,B2,B3,B4,B5,Mi1&STYLES=&BBOX=x1,y1,x2,y2&W

IDTH=600&HEIGHT=600&FORMAT=image/png&SRS=epsg:4326 

This query would be rewritten as follows by our front-end engine: 

http://yourWmsServer.com/wms?SERVICE=wms&VERSION=1.3.0&REQUEST=G

etMap&LAYERS=Roads,B2,B4,B5,Mi1&STYLES=,,PixelSLD,,MaskSLD&BBOX=

x1,y1,x2,y2&WIDTH=600&HEIGHT=600&FORMAT=image/png&SRS=epsg:4326 

The rewritten query addresses buildings within a radius of 40km, requests the military 
area Mi1 with the mask style MaskSLD, requests the building B4 with the pixelizate 
style PixelSLD and requests other objects with the server default style. 

Currently, our prototype (http://pages.upf.pf/Patrick.Capolsini/rech/protect/index.htm) 
is only at the proof-of-concept stage. It implements the mask and pizelizate SLD and 
uses some predefined examples. Our prototype considers a set of prohibited objects. 
First, it asks the user to set some context parameters. Second it shows how the original 
user WMS query is rewritten into a secure WMS query. Third, it displays the map 
returned by the map engine. In a near future, we will implement it as a secure proxy for 
publishing geo-data. 

7 Related Work 

Several access control models and approaches have been proposed for geo-spatial 
resources. Some of them such as the Geospatio-temporal Authorization Model 
(GSAM) focus on the visualization of raster geo-spatial data like multi-resolution 
satellite imagery (see [15], [16], [17] and [3] for details) while others like Geo-RBAC 
[2, 18] may be described as Location Based Systems. On our side, we proposed an 
extension to the generic Or-BAC model to derive a geospatial context aware access 
control system ([4] and [5]). Regarding security standards, the Open Geospatial 
Consortium (OGC) [14] published the Digital Rights Management Reference Model 
(GeoDRM RM) [19] which is a reference model for digital rights management 
functionality for geospatial resources and geo-XACML [20] which extends the 
OASIS XACML [21] language for expressing authorization policies. The interested 
reader can refer to [22] for a summary of the current state of the art in the field of geo-
spatial databases security. 

As we already mentioned, to our knowledge it is the first time that a security model 
includes a framework for specifying protection mechanisms to be enforced. Most of 
the existing works on geo-data security focus on the expressive power of the security 
policy and on conflict resolution between permissions and prohibitions. This is the 
case in [23] where the authors, in the context of an XML-based Framework, propose 
to use Scalable Vector Graphics (SVG) [24] to represent geo-spatial objects and 
layers. They then define an access control model where an authorizations rule 
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involves a subject, an object and an action as well as a Level of Details factor and an 
operative region. The SVG representation of the map and R-tree based indexes are 
used in the policy enforcement algorithm to determine which geo-spatial objects are 
addressed by the request and whether they can be accessed or not. In [25], authors 
assume that all spatial data are stored in a spatial database accessed by a Geographic 
Information System (GIS). A security object may be a spatial component, a set of 
spatial components or indirectly a query result. The algorithm which analyzes access 
requests includes a step of potential conflicts detection between security rules 
involving geo-spatial objects which can touch, intersect or be contained in each other. 
The authors distinguish between two potential cases of conflict depending on whether 
an object is totally or partially included in another. In [26], the author makes the 
distinction between object-based restrictions (on a particular object), class-based 
restrictions (on all objects of type “Building” or type “Road” for example) or spatial 
access restrictions (based on the geometry of objects). Objects are encoded using the 
Geographic MarkUp Language (GML) [27]. Security rules are expressed using 
XACML and geoXACML and may contain a spatial condition. Evaluation of the 
security policy may result in either “Permit”, “Deny”, “N/A” or “indeterminate”. The 
paper focuses on the “approximate” detection of contrary spatial permissions i.e. one 
spatial rule evaluates to permission while another one evaluates to prohibition. For 
this “approximate” detection, no actual request is required. The author states that a 
complex access control system has to ensure appropriate and error-free enforcement 
of declared permissions. He suggests using a permission repository and testing it for 
the a priori detection of inconsistent spatial authorization rules. 

8 Conclusion 

In this paper we focused on how to enforce the security policy in the framework of a 
Map Service supporting the creation and display of map-like views of information. 
We proposed a rule-based PEP which selects the protection mechanism to enforce 
whenever a prohibition is derived from the security policy. We suggested seven 
protection mechanisms, namely: {zoom-in, pixelizate, blur, mask, paste, hide, 
reject_query}. We defined the logical framework to express some protection rules. 
These rules specify mechanisms to enforce whenever prohibitions are derived from 
the security policy. If, given a prohibition, several mechanisms could be used then 
only one of them should be selected according to priorities which are either assigned 
to the protection mechanisms themselves or to the protection rules. We defined the 
PEP algorithm which enforces the mechanisms and builds the map to display. We 
presented an example to illustrate how our proposal could be used and useful in a real 
application. We sketched the implementation of our proposal within the framework of 
the SLD profile of the WMS encoding standard and finally, we implemented a 
prototype showing the feasibility of our approach. Finally, let us also mention the 
following point: geographic data are a special case of multimedia data. Therefore, we 
also proposed a version of our model for the more generic case of multimedia data 
[28]. We used our model to protect images published in a social network.  
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Abstract. Information acquisition in a pervasive sensor network is often
affected by faults due to power outage at nodes, wrong time synchroniza-
tions, interference, network transmission failures, sensor hardware issues
or excessive energy consumption for communications. These issues im-
pose a trade-off between the precision of the measurements and the costs
of communication and processing which are directly proportional to the
number of sensors and/or transmissions. We present a spatio-temporal
interpolation technique which allows an accurate estimation of sensor
network missing data by computing the inverse distance weighting of the
trend cluster representation of the transmitted data. The trend-cluster
interpolation has been evaluated in a real climate sensor network in order
to prove the efficacy of our solution in reducing the amount of transmis-
sions by guaranteeing accurate estimation of missing data.

1 Introduction

Nowadays wireless sensor networks have become emerging tools for the real-time
monitoring of geo-spatial phenomena (e.g. climate data). A sensor is character-
ized by computing and storage abilities and its longevity depends on the smart
use of energy. The traditional uncertainty of the application environments, the
scarcity of communication ability and of the transmission bandwidth, suggest to
adopt a meaningful subset of the whole network and estimate the un-sampled
values from the available measures as accurately as possible. In this scenario,
high densities of sensor transmissions are desirable to achieve high resolution
and accurate estimates of the environmental conditions. On the other hand, high
densities place heavy demands on bandwidth and energy consumption for com-
munication [9]. These considerations impose a trade-off between the precision
of the measurements and the costs of communication and processing, which are
potentially proportional to both the number of sensors and frequency of trans-
missions. Following this idea, the paper proposes a sensor network management
framework, called TRECI (TREend Cluster based Interpolate), which cuts down
on both sensor communication costs and energy consumption while keeping a
reasonable degree of accuracy. This goal is reached by reducing, someway, the
number of sensor transmissions in the network and by allowing the interpolation
of the unknown measures using a trend cluster representation of the stream.
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A trend cluster is a spatial cluster of sensors whose transmitted values show
a similar trend (represented by a time series) in a time window. In our seminal
work [1], trend clusters are discovered online from data as they arrive from the
network and stored in database as a compact representation (summary) of the
stream. Then, given a sensor and a time point, the past measure of the sensor is
naively approximated by selecting the appropriate value timestamped with the
time point in the trend of the cluster grouping the sensor itself. In this paper, we
extend this interpolate ability in both the space and the time direction. TRECI,
by using the trend clusters, allows us to accurately interpolate data at any spatial
location of the networked area, and not only at the locations where sensors are
installed. Similarly, it allows us to interpolate data at any time point of the
past, and not only at the time points when the network transmitted. We have
defined a sampling technique to extract the key sensors of a cluster, according
to the cluster shape, to spatially locate any unknown data and a polynomial
to derive an estimate of a trend value at any time point. The Inverse Distance
Weighting (IDW) interpolation scheme is considered to estimate the value at the
space-point location by using a weighted average of the nearby scatter points.
It is noteworthy that the sampling and the polynomial allow us to derive a
highly compact representation of each trend cluster that, if stored in database,
contributes to pinpoint the goal of stream summarization. At the same time they
provide the natural ingredients for the ubiquitous interpolation.

In short the innovative contributions of this paper are those highlighted in
the following.

1. A sample of centroids is now used to compactly describe the shape of a
cluster; each centroid is the center of a dense region of the cluster and it is
associated to the polynomial representation of the trend of the cluster;

2. A polynomial function is learned from the time series representation of the
trend; it provides a functional model of the trend that is computable at any
possible time point in the associated time horizon;

3. The inverse distance weighting interpolation allows, for each location (x, y)
and time point t, the retrieval of the centroids which are close to (x, y) in
a time horizon comprising t, and and to provide the output by means of a
weighted weighted average of the scatter space-time estimated points.

The paper is organized as follows. In Section 2, we describe trend cluster repre-
sentation of a stream. In Section 3, we provide the formulation of the interpola-
tion task and its perspective in the context of trend cluster discovery. In Section
4, the spatio-temporal interpolate computed by TRECI is described. Results on
a real dataset and discussion are reported in Section 5 and then conclusions
follow.

2 Trend Cluster: Background and Discussions

A trend cluster is defined in [1] as a summarization pattern for a numeric quan-
tity which is periodically measured across a sensor network. It is a cluster of
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spatially close sensors which transmit numeric data whose temporal variation,
called trend, is similar across a time horizon. Formally, a trend cluster is a triple:

[ W,C, T ], (1)

where:

1. W is a time horizon along which network transmissions were collected;
2. C is a spatial cluster of spatially close sensors which transmitted values

whose temporal variation was similar along the time horizon of the window;
3. T is the time series which represents the trend of the clustered measures as

they were collected at the transmission time points comprised in W .

Trend clusters are discovered in real time by the system SUMATRA [1], and the
representation of a trend can be compressed by applying some signal processing
techniques, such as DFT and Haar Wavelets [2] before its storage in the database.
SUMATRA operates under some basic assumptions which are largely supported
by the most of the real world sensor network applications. The time domain
is considered absolute, linear and discrete and it is segmented in count based
windows; a window comprises w equally spaced consecutive time points. Each
window is the time horizon unit of the trend cluster discovery process which is
defined according to the domain expert knowledge. The spatial closeness relation
between sensors is computed according to the nearby relation which is implicitly
defined by the (latitude-longitude) coordinates of each sensor in the network.
The trend is the series of equally spaced timestamped prototypes computed as a
median of the clustered sensed values at each w time point of the window. The
similarity of the temporal variation between transmissions of clustered sensors
depends on a user-defined parameter called trend similarity threshold and de-
noted by δ. In practice, each sensor that is grouped in a cluster transmits a series
of values along the window horizon which differs at worst δ from the trend pro-
totype of the cluster. Trend differences are computed time point-by-time point
by means of the Euclidean distance.

Experiments reported in [1] show that the trend clusters can be discovered
by SUMATRA in real time, they accurately represent the stream and are signif-
icantly more compact than the original data stream. Additionally, SUMATRA
integrates the inverse transform to accurately estimate the past stream from the
trend prototype associated to each sensor in each cluster, with a given degree
of accuracy. The point is that SUMATRA does not include the purpose of in-
terpolate (i.e. estimate) data anywhere (also where no sensor is installed) and
anytime (also when no transmission is done).

3 Trend Cluster Based Interpolation: The Task

In a spatio-temporal streaming environment, the interpolation functionality
should allow the estimation of (missing) data at any location of the space and
at any time point of the past. Formally, the interpolation task we address in this
paper can be formulated as follows. Given:
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1. The geographic location of the sensors of a network;
2. A trend cluster representation of the data transmitted from this network;
3. A 2D location (x, y) and a past time point t.

Find an accurate estimate of the unknown (virtually streamed) data at the spa-
tial location (x, y) and at the time point t. This formulation implies that the
streamed data are discarded and, then, we have to estimate the unknown data
at (x, y, t) by using only the trend cluster representation. To this aim we have to
search for the spatio-temporal neighborhood of (x, y, t) in the trend cluster repre-
sentation. This neighborhood is naively defined as that having the time horizon
of the trend window hosting t, and the space arrangement of the clusters en-
closing (x, y). The computation of the interpolated data on such a neighborhood
poses at least two issues:

1. By definition, a spatial cluster is discretely represented as a finite set of 2D
locations; (x, y) may not coincide with any clustered location, hence we need
a mechanism to determine which clusters enclose (x, y) and to identify the
key points of this surrounding for the weighted computation.

2. By definition, a trend is discretely represented by a time series; t may not co-
incide with any timestamped value of this series, hence we need a mechanism
to estimate trend values at each continuously defined time point t.

To deal with both these issues we propose to change the way clusters and trends
discovered by SUMATRA are stored in the database.

For the clusters, we need a method to select the clusters which enclose (x, y)
and then reasonably contribute to the interpolation. To this aim, we assume
that a spatial cluster encloses (x, y) if it groups sensors whose locations are
close to (x, y). Therefore, we have to compute the distance between (x, y) and
the location of each sensor falling in that cluster. In case of a large network,
computing all distances may be too much costly. The naive solution to reduce the
computation charge is the choice of a single sensor (centroid) as representative
of the cluster [5]. But, for irregularly shaped clusters or concentric clusters, one
centroid can be a badly biased representation of the cluster shape. According
to us, a sampling procedure tailored to identify the sensors which preserve the
information on the cluster shape should be a more reasonable choice to save both
the computation charge and the interpolation accuracy. On the other hand, it
is a fact that the storage in database of a sample has the free-of-charge benefit
of reducing the memory space requested for the cluster storage. Based on these
considerations, we propose a shape-dependent way to sample sensors of each
cluster and we store the samples in database (see Figure 1(a) and Figure 1(c)).

For the trend, we need a way to estimate a trend value at any generic time
point in the window. To this aim, we opt for looking for a polynomial fitting of
the time series representing the trend. The coefficients of this polynomial will be
stored in database in place of the values of the series itself (see Figure 1(b) and
Figure 1(d)). It is noteworthy, that by guaranteeing that the degree of learned
polynomial is always less than w, storing the polynomial coefficients does not
occupy more memory than storing the time series.
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(a) Clusters (SUMATRA) (b) Trends (SUMATRA)

(c) Clusters (sampling) (d) Trends (polynomial)

Fig. 1. Samples of sensors (Fig. 1(c)) which are extracted from spatial clusters (Fig.
1(a)). These samples maintain someway the information on the cluster shape. Repre-
sentation of the polylines (Fig. 1(d)) as fit of the time series (Fig. 1(b)) representing
the trends of the associated clusters.

The use of the sampling and the polynomial in the trend cluster storage pro-
vides several advantages. First, further space is saved in the task of summarization
as we store only a sample of the clustered sensors and few coefficients to represent
the associated trend. Second, we now are able to interpolate values ubiquitously
in space and in time as the trend values estimated for any t can be averaged for the
sampled sensors computed as the realistic surroundings of any (x, y). Finally, as
the weights of the average are properly-defined functions of the distance between
(x, y) and each known cluster representative in the surroundings, we correctly ac-
count for the correlation existing between two or more clusters [7].

4 Trend Cluster Based Interpolation: The Algorithm

The interpolation framework operates in two steps, an online steps performed
as the stream flows and an offline step which can be performed at any time. In
the followings Sub-Sections the two steps are detailed.

Online Step. In an on-line step (see Figure 2(a)), TRECI integrates the SUMA-
TRA system for the trend cluster discovery. The discovery process is performed
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(a) Treci ONLINE

(b) Treci OFFLINE

Fig. 2. Treci:on-line summarization step and off-line interpolation step

window by window. For each trend cluster discovered by SUMATRA along the
time horizon of a window, the key sensors of the cluster are determined and
the polynomial which fits the time series of the trend is estimated. The sample
sensors and the polynomial coefficients are stored in the database as a represen-
tation of the trend cluster, while the streamed window data are discarded.

Offline Step. In an off-line step (see Figure 2(b)), for any unsampled space-
time point (x, y, t), the trend clusters associated to the window containing t are
retrieved from the database. The polynomial associated to the clusters closest to
(x, y) are selected and used to provide an estimate at time t. Several estimates are
combined in a single one by the Inverse Distance Weighting (IDW) interpolation.
Details on spatial sampling, polynomial learning and IDW are provided in the
next Sub-Sections.

4.1 Quadtree Sampling

Let C be a cluster of sensors. The goal is to find a shape based sample S of C such
that S is stored in the database in place of C and it is representative of C for the
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Algorithm 1. Function sampling(C) return S

Require: C {set of sensors}
Ensure: S {sample of sensors extracted from C}
1: S ⇐ �
2: Q ⇐ mbr(C)
3: if density(C,Q)�= 0% then
4: if density(C,Q)> 75% then
5: S ⇐ S ∪ {centroid(C)}
6: else
7: List < C >⇐subClusterQuadtree(C)
8: for all Ci ∈ List < C > do
9: S ⇐ S ∪ sampling(Ci)
10: end for
11: end if
12: end if

purpose of interpolation. The random sampling is the simplest way to address
this task, but it poses two issues. How can we choose the number of sensors to
be sampled? How can we guarantee that the randomly selected sensors maintain
the information on the cluster shape? To answer both questions we formulate a
sampling algorithm which resorts to a quadtree decomposition of the clustered
area. The quadtree decomposition is an adaptive sampling method largely used
in image processing [10,8] that we tailor here to identify the key sensors of the
cluster which are centroids in the densely populated subareas of the cluster
itself. Thus, the number of sampled sensors and their location depend on how
the cluster shape is spread across the space.

The sampling of a cluster is performed according to Algorithm 1. First, the
minimum boundary rectangle Q of the cluster C is computed (Algorithm 1, line
2). The minimum bounding rectangle, also known as minimum bounding box,
is the rectangle enveloping C that is unambiguously identified by its left inferior
vertex (min(x), min(y)) and right superior vertex (max(x), max(y)) with:

min(x) = min
x

{x|(x, y) ∈ C} min(y) = min
y

{y|(x, y) ∈ C}
max(x) = max

x
{x|(x, y) ∈ C} max(y) = max

y
{y|(x, y) ∈ C} (2)

Then, the density of the cluster C inside Q (Algorithm 1, lines 3-4) is computed
according to density measure defined as follows:

density(C,Q) =
�(C ∩Q)

�Q
× 100 (3)

where �(C ∩ Q) denotes the number of sensors clustered in C which are spa-
tially contained in Q, �Q is the number of sensors of the network falling in Q.
The spatial containment relation between a 2D location (x, y) and a rectangle
[(xi, yi), (xs, ys)] is defined as follows:

(x, y) ⊆ Q ⇔ xi ≤ x ≤ xs ∧ yi ≤ y ≤ ys (4)



210 A. Ciampi et al.

If density(C,Q) is equal to zero, then Q is empty and it can be discarded for the
sampling. If density(C,Q) is greater than 75%, than C ∩Q can be considered a
dense sub-area of C and its centroid node is sampled (Algorithm 1, lines 4-5).
Otherwise Q is decomposed in four sub quadrants (Q1, Q2, Q3, Q4), and then C
is coherently decomposed in the four subclusters falling in the those quadrants
(C1 = C ∩Q1, C2 = C ∩Q2, C3 = C ∩Q3 and C4 = C ∩Q4). The sampling is
then recursively applied to each subcluster Ci (Algorithm 1, lines 8-10).

The quadrant decomposition ofQ is defined orthogonally to the axes according

to x = max(x)+min(x)
2 and y = max(y)+min(y)

2 such that:

Q1 : [
(
min(x), max(y)+min(y)

2

)
,
(

max(x)+min(x)
2 ,max(y)

)
]

Q2 : [
(

max(x)+min(x)
2 , max(y)+min(y)

2

)
, (max(x),max(y)) ]

Q3 : [
(

max(x)+min(x)
2 ,min(y)

)
,
(
max(x), max(y)+min(y)

2

)
]

Q4 : [ (min(x),min(y)) ,
(

max(x)+min(x)
2 , max(y)+min(y)

2

)
]

(5)

The centroid of a set of sensors C is computed as follows. First, the centroid
location (x̂C , ŷC) of C is determined as follows:

x̂C =
1

�C

∑
(x,y)∈C

x ŷC =
1

�C

∑
(x,y)∈C

y (6)

Then, the sensor of C which is the nearest neighbor to (x̂C , ŷC) is selected as
key sensor (centroid sensor) for the sampling. The centroid of C is the point
location defined as follows:

centroid(C) = argmin
(x,y)∈C

EuclideanDistance((x, y), (x̂C, ŷC)) (7)

This recursive subdivision algorithm has a time complexity of O(n), where n is
the size of the cluster. It allows us to select a variable number of centroids from
C, each one is strategically located in a dense area of C.

4.2 Polynomial

Let (T, V ) be a time series of length w, such that, (T, V ) = 〈t1, v1〉, 〈t2, v2〉, . . . ,
〈tw, vw〉. The goal is to estimate the unknown coefficients of a polynomial p
defined as follows:

p : V = α+ β1T + β2T
2,+ . . .+ βdT

D (8)

such thatD ≤ w and p(T ) fits V according to the minimization of a cost function.
The degree D is automatically chosen (0 ≤ D ≤ w) by the forward selection
strategy [3] tailored for the polynomial construction and combined with a test
to estimate the ability of a polynomial to fit the time series.
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Algorithm 2. Function polynomial(T, V, d) return p

– Main routine(T, V, d) return p

Require: (T, V ) {a time series}
Require: d {maximum degree allowed for p; in TRECI d = w}
Ensure: p {coefficients of the polynomial V = p(T ) fitting the time series (T, V )}
1: p ⇐ forwardPolynomial(costantPolynomial(V ),T, V, 1, d)

– forwardPolynomial(previusP, T, V,D, d) return p

1: if D ≤ d then
2: p ⇐ previousP
3: else
4: newP ⇐ straightLine(residual(TD), residual(V ))
5: if f-test(newP ) then
6: p ⇐ previuousP {The forward addition of the variable TD to the polynomial

is not statistically significant for the fitting of the time series (T, V )}
7: else
8: p ⇐forwardPolynomial(newP, T, V,D + 1, d)
9: end if
10: end if

The polynomial is built stepwise according to Algorithm 2. We start with
D = 1 and compute the (straight-line) polynomial of V in T (see line 1 of the
main routine in Algorithm 2).

The ability of a D-degree polynomial (named newp) in fitting (T, V ) is evalu-
ated according to the partial F-test. The F-test [3] allows us to evaluate the sta-
tistical significance of improvement in the time series fitting due to the addition
of the term TD to the currently constructed polynomial. If this improvement is
not statistically significant, the polynomial previousP , that is, the polynomial
pasty constructed with degree D − 1 (the constant polynomial if D = 1), is
kept and no higher-degree variable is added to the final polynomial (stopping
criterion, as reported in line 6 in Algorithm 2). Differently, D is incremented
by one and the polynomial of degree D is forward computed by means of the
straight-line regression between the residual of V and residual of TD (see line 8
in Algorithm 2 for the recursive call of the function forwardPolynomial() and
line 4 in Algorithm 2 for the computation of straight line between residuals).

The residual of a variable is computed as the difference between the variable
and the polynomial of degree D − 1 predicting that variable. In particular, the
residual of the dependent variable V is the difference between the variable itself
and polynomial in T of degree D − 1 and fitting V . Similarly, the residual of
the independent variable TD is the difference between the variable itself and
polynomial in T of degree D − 1 fitting TD.

The procedure is iterated until D > w (see line 1 in Algorithm 2) or F-test
(see line 5 in Algorithm 2) are satisfied.

An example, of this stepwise construction of a polynomial performed according
to Algorithm 2 is reported in Example 41.
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Example 41 (Forward selection based construction of a polynomial).
Let us consider the case we intend to build the polynomial p of degree D = 2,

p : V = α+ βT + γT 2 (9)

through a sequence of parametric straight-line regressions. At this aim, we start
by regressing V on the 1-degree variable T and building the straight line:

V̂ = α1 + β1T (10)

The slope α1 and intercept β1 are computed on the time series (T, V ). This
equation does not fit V exactly. By adding the 2-degree variable T 2, the fitting
might improve. However, instead of starting from scratch and building a new
polynomial with both T and T 2, we exploit the forward strategy in the polynomial
construction. First we build the parametric linear polynomial for T 2 if T is given,
that is, T̂ 2 = α2 + β2T . Then we define the residuals on both the independent
variable T 2 and the dependent variable V , that is:

T 2′ = T 2 − (α2 + β2T )
V ′ = V − (α1 + β1T )

(11)

Finally, we determine the straight-line regression between residuals V ′ and T 2′

in the time series, that is,

V̂ ′ = α3 + β3T
2′. (12)

By substituting the straight-line regressions of Equation 11, we reformulate the
latter Equation as follows:

V − (α1 + β1T ) = α3 + β3(T
2 − (α2 + β2T )) (13)

This equation can be equivalently written as:

V = (α3 + α1 − α2β3) + (β1 − β2β3)T + β3T
2.

It is proved that the polynomial reported in last Equation coincides with the
polynomial model built with V , T and T 2 (in Equation 9) since:

α = α3 + α1 − α2β3 (14)

β = β1 − β2β3 (15)

γ = β3. (16)

A final consideration concerns the time complexity of this forward selection based

computation of a polynomial of degree D, that is O(w × D(D−1)
2 ). This result

can be interestingly combined with the consideration reported in [4] (Section
3.3.1, pg 90) according to the degree of a polynomial adequately fitting w values
rarely exceeds w

3 .
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4.3 Inverse Distance Weighting

The Inverse Distance Weighting (IDW) [7] is here adapted in order to estimate
off-line the unknown network measure at any space-time point (x, y, t). First,
we identify the past window W of the on-line stream processing which hosts t.
Once W is identified, we retrieve the key sensors of the summary (trend clusters)
stored in database for the windowW and the polynomial of the trends associated
to each key sensor.

Let c be a centroid with c ∈ centroids(W ); (xc, yc) be the space position of
c; pc : T 
→ V be the polynomial representation of the trend associated to in c;
pc(t) be the value estimated for c at time point t according to the polynomial
pc(·). Then, the interpolate v̂(x, y, t) is computed as follows:

v̂(x, y, t) =

⎧
⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩

pc(t) if ∃c ∈ centroids(W )

with (x, y) ≡ (xc, yc)∑
c∈centroids(W )

w(x,y)(xc,yc) × pc(t)

∑
c∈centroids(W )

w(x,y)(xc,yc)

otherwise

(17)

The idea inspiring Equation 17 is that the interpolation at an un-sampled point
location is a function of the known values around it, and depends from them
in a relation inversely proportional to the distance, i.e. the nearest is a known
value the strongest is its influence. According to this idea, a weight w(x,y)(xc,yc)

is defined by the inverse of a power of the Euclidean distance:

w(x,y)(xc,yc) = d((x, y)(xc, yc))
−p (18)

The power of this influence is driven by the power parameter p, which is a
positive and real number. If the value of p is less than the dimensionality of
the problem (in our spatial context the dimensionality is 2) the interpolation
tends to be equally dominated by distant and close points. On the other hand,
greater values of p give more influence to the values closer to the un-sampled
position. For p → ∞, the IDW method provides the same results of the 1-nearest
neighbor interpolation, while for p → 0 it resembles an arithmetic mean. p = 3
is a reasonable choice for a 2-D space.

Although Equation 17 considers the entire set of centroids identified across
the networked space, we suppose reasonable that an influence boundary can be
set so that the centroids which are outside this limit should not be taken at all
in the computation. Thus, we fix a spheric area around the un-sampled location
(x, y); the centroids contribute to the interpolation only if they are inside this
spherical region. The center of this interpolation sphere is (x, y) and the radius
is a boundary parameter b. Under these consideration we reformulate Equation
18 as follows:
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w(x,y),(xc,yc) =

{
d((x, y), (xc, yc))

−p if d((x, y), (xc, yc)) ≤ b

0 otherwise
. (19)

In TRECI, an automatic mechanism is implemented to choose b at each window
by guaranteeing that, independently on (x, y), at least one centroid should be
close to (x, y). This requirement has inspired the idea of automatically detect bW
at the window W as the maximum among the distances computed between each
pair of closest centroids in the set centroids(W ). Formally, let c ∈ centroids(W )
be a centroid of a cluster in W , minc[W ] is the minimum Euclidean distance
between c and any other centroid c′ ∈ centroids(W ), that is:

minc[W ] = min
c′∈centroids(W )∧c′�=c

d(ĉCk
, ĉCkh). (20)

Then bW is computed as the maximum of the minc[W ], by varying c, that is:

bW = max
c∈centroids(W )

minc[W ]. (21)

5 Experimental Results

The TRECI framework is written in Java and interfaces a database managed by
a MySQL DBMS. We have performed experiments to evaluate both the on-line
component (summarizer) and the off-line component (space-time interpolator)
of TRECI on an Intel(R) Core(TM) 2 DUO CPU E4500 @2.20GHz with 2.0
GiB of RAM Memory, running Ubuntu Release 11.10 (oneiric) Kernel Linux
3.0.0− 12− generic.

Experiments reported i nthis study are performed with the publicly avail-
able South American Air Temperature data stream [6]. The main goals of our
experiments are to demonstrate that the proposed framework is able to:

Goal 1: Give an accurate and compact summarized representation of the stream
by combining the trend clusters with the quadtree based sampling of clusters
(goal 1.1) and polynomial representation of trends (goal 1.2).

Goal 2: Use the trend cluster representation of the network stream to interpo-
late the network measure at any location of the space and at any time point
of the past.

5.1 Experimental Setting: Data and Measures

Details on the real sensor network data stream and the evaluation measures
considered for the empirical evaluation in this study are reported below.

Data. The South American Air Temperature data stream [6] collects monthly-
mean air temperature measurements (in oC) between 1960 and 1990 over a 0.5◦
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by 0.5◦ of latitude/longitude grid of South America for a total of 6477 sensors.
In our experiments, the network is obtained by virtually linking each sensor to
the sensors which are located in the 1◦×1◦ around cells of the grid. The recorded
temperature values range between −7.6 and 32.9oC.

Evaluation Measures. The performances of TRECI are evaluated in terms
of the memory size consumed to store the trend cluster summarization of the
stream and the error of the interpolate.

The size is measured in bytes (b) under the consideration that bytes(float) =
4b and bytes(integer) = 2b. In the storage phase we exploit the fact that the
nodes of a network can be uniquely identified by an integer key which is one-to-
one mapped to the spatial coordinates of the node in the network and the network
transmissions are equally spaced in time. According to both these considerations,
the network is stored only once for the entire stream (it is updated at any node
addition). The transmission time points are not stored in database as they are
implicitly obtained by the starting transmission time and the period occurring
between consecutive transmission (e.g. the i-th snapshot arrives at starting+(i−
1)×p time point). Therefore, let N be the network,Ns be the subset of the nodes
of the network which are sampled at least once by the TRECI summarizer, St
be the stream, snap a snapshot of the stream, C be a cluster with trend T , s(C)
the sample of centroids extracted from C, Dp(T ) the degree of polynomial p(T )
fitting T and W be a window of the stream segmentation, �X be the number of
nodes in a node set X , we obtain that:

bytes(N) = (2 + 4 + 4)︸ ︷︷ ︸
id node+x coordinate+y coordinate

×�N

bytes(St) = bytes(N) +

St∑
snap

⎛
⎜⎝ 2︸︷︷︸

id snap

+ (2 + 4)︸ ︷︷ ︸
id node+value

×�snap

⎞
⎟⎠

bytes(SUMATRA) = bytes(N) +

St∑
W

⎛
⎝ 2︸︷︷︸

id W

+

W∑
[C,T ]

( 4w︸︷︷︸
T

+ 2︸︷︷︸
id node

×�C)

⎞
⎠

bytes(TRECI) = bytes(Ns) +

St∑
W

⎛
⎝2 +

W∑
[s(C),p(T )]

(
4(Dp(T ) + 1) + 2× �s(C)

)
⎞
⎠

(22)

The error in interpolation is measured as an average computed of error com-
mitted in interpolating values which are known in several space-time locations.
Usually the root mean square error, which is computed as follows, represents a
valid estimate of the accuracy of the interpolation:
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rmse(St) =

√√√√√√√√√√

St∑
snap

snap∑
n

(v(n)− interpolate(xn, yn, tsnap))
2

St∑
snap

�snap

(23)

where n is a node, v(n) is the value truly measured from the node in the snapshot,
(xn, yn) is the space location of the node n, tsnap is the time point of the snapshot
snap, interpolate(xn, yn, tsnap) is the interpolated value.

5.2 Results

We present now results of the empirical evaluation of both the summarizer (Goal
1) and the interpolation functionality (Goal 2) available in TRECI. In particular,
for the first goal we evaluate how the quadtree-based sampling (Goal 1.1) and
polynomial (Goal 1.2) improves the summarization compactness of the trend
cluster storage in database. For the second goal, we evaluate the interpolating
accuracy by comparing the IDW interpolation with a simple interpolation tech-
nique like the Nearest Neighbor (1NN). We also evaluate how the interpolation
accuracy may be affected in case we switch off some sensors in the network.

Goal 1.1: Quadtree Sampling Evaluation. Initially, we evaluate the sum-
marizer that, for each trend cluster discovered by SUMATRA, runs the quadtree
sampling: the identifiers of the sampled sensors are stored in the database as rep-
resentative of the cluster, while, as in SUMATRA, the w values of the time series
are stored as representative of the trend. We call Qs-S this summarizer which
combines SUMATRA with the quadtree sampling.

We compare Qs-SUMATRA with SUMATRA (where for a cluster the iden-
tifier of each grouped node is stored in the database), Ss-S (where for a cluster
only the central sensor is sampled for the storage in database) and Rs-S (where
for a cluster a random choice of a sample of sensors is selected for the storage in
database). As in the experiments we intend to compare a sample which is chosen
randomly with a sample which is chosen by the quadtree, we set the number of
nodes randomly sampled equally to the number of nodes automatically decided
with the quadtree.

For the comparison, we evaluate the size of summarized stream and the er-
ror performed in reconstructing the stream from its summary. The stream re-
construction is a special case of the space-time interpolation with (x, y, t) the
space-time location of each sensor truly transmitting at the time t.

We run SUMATRA by repeating the experimental setting described in [1], win-
dow size w=12 and intra-cluster trend similarity threshold1 δ = 4oC. According
to the definition of a trend cluster, δ is a reasonable upper bound for the error.

1 SUMATRA groups sensors in a cluster if the values transmitted along the window
differ at worst δ from those in the trend polyline of the cluster.



Integrating Trend Clusters for Spatio-temporal Interpolation 217

Table 1. Quadtree sampling evaluation: average number of clusters and (sampled)
sensors per window, size (KBytes) and error (rmse) of the (summarized) stream

Stream SUMATRA Qs-S Ss-S Rs-S

Average number of clusters/window - 62.63 62.63 62.63 62.63

Average number of (sampled) nodes/window 6477 6477 668.23 62.63 668.23

size 1325.6 548.6 200.1 163.7 200.1

rmse - 1.25 2.1 4.69 3.78

Table 2. Polynomial evaluation: average degree of learned polynomials, size (KBytes)
and error (rmse) of the (summarized) stream

SUMATRA Qs-S TRECI

Average degree of trend polynomials - - 5

size 548.6 200.1 168.8

rmse 1.25 1.86 1.97

Results, reported in Table 1, confirm that, as expected, the sampling signif-
icantly reduces the size of the stream. Obviously, this size reduction is more
impressive whenever a single centroid sensor is sampled for each cluster, but this
size reduction is at the expense of the accuracy (see Qs-S vs Ss-S). On the other
hand, the quadtree decomposition for the sampling is highly beneficial. First,
the sample size is automatically tuned. Second, the strategic selection of those
sensors which maintain the information on the cluster shape guarantees an er-
ror that is close to the error performed when all sensors are stored in database
(see SUMATRA vs Qs-S ans Rs-S). We can conclude that the use of quadtree
sampling allows us to obtain the best trade-off between the size and the error of
the summary.

Goal 1.2: Polynomial Evaluation. We consider now TRECI (online com-
ponent) that is the summarizer which combines the trend clusters discovered
by SUMATRA with the quadtree sampling of the clusters and the polynomial
representation of the trends. Once again, we evaluate the size of the summarized
stream and the error in the stream which is reconstructed from the summarize.
We compare TRECI with SUMATRA and Qs-S (which is SUMTRA with only
the quadtree sampling).

Results, reported in Table 5.2, show that the learned polynomials have an av-
erage degree which is definitely lower than w and close enough to the theoretical
threshold of w/3 suggested in [4] . The use of a polynomial representation of the
trends leads to a further reduction of the summary size (see size of TRECI vs
Qs-S vs SUMATRA in Table 5.2) which is not at expenses of the accuracy (see
accuracy of TRECI vs Qs-S in Table 2).



218 A. Ciampi et al.

Table 3. Interpolate evaluation: error (rmse) of the stream interpolation when 50% of
sensors are switched-off in the network and/or 50% of time points are jumped in the
streaming line

Baseline
Sensors Time points Sensors switching-off and

switching-off jumping time points’ jumping

1.97 2.48 2.72 2.90

Table 4. Interpolate evaluation by varying the percentage of switched-off sensors in
the network: IDW vs NN

switched-off sensors % avg(number of clusters per window)
rmse(stream)
1NN IDV

80% 471.93 7.35 0.77

60% 261.2 5.35 1.08

40% 111.73 9.33 1.23

20% 75.9 9.58 1.36

0% 62.63 8.87 1.97

Goal 2: Interpolate Evaluation. We evaluate the capability of TRECI (offline
component) of accurately interpolating the network measure everywhere and
anytime also where/when no measure was pasty collected. At this aim, we switch-
off some sensors of the network and jump some transmission time points in the
streaming line. We use TRECI summarizer (on-line component) to summarize
the training stream transmitted from switched-on sensors/time points and we
use TRECI interpolate (off-line component) to interpolate the entire stream.

We consider several experimental settings. First, we decide to switch-off 50% of
the sensors. Second, we jump the 50% of the transmission points in the streaming
line. Finally, we switch off 50% of sensors and jump the 50% of the time points
in the streaming line (S50 T50). We analyze accuracy of interpolation compared
to the baseline case (S0 T0) where no sensor is switched-off and no time point
is jumped. Results, reported in Table 3, show that interpolation error remains
significantly below δ = 4, that is, the trend similarity threshold we used in the
trend cluster discovery, although we are now able to interpolate at any location
across the space and at any past time point.

To complete this study we also evaluate how the accuracy of IDW interpola-
tion is influenced by the density of switched-on sensors in a network. For this
kind of analysis, we compare the accuracy of IDW interpolation to the accuracy
of a traditional interpolation performed by 1NN; the techniques are compared
in case that a percentage of sensors (ranging from 0% to 20%, 40%, 60% and
80%) is switched-off in the network . Results, reported in Table 4, include the
average number of trend clusters discovered per window and the rmse in inter-
polating data of the entire stream (considering both switched-on and switched-
off sensors for the interpolation). The analysis of these results confirms that,
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as expected, IDW greatly improves 1NN. Additionally, they reveal that by in-
creasing the number of switched-off sensors, the number of discovered trend
clusters (and reasonably sampled centroids) increases too. This result is mainly
due to the fact that the switching-off of sensors has the implicit drawback of
breaking down virtual edges between spatially close sensors in the network. By
considering that spatially sparse data tend to group in different clusters, we are
now able to justifiy the fact that the observed number of discovered trend clus-
ters per window tends to be higher in a network that is less densely populated.
The umpteenth consequence of an higher number of discovered trend clusters is
that the summary stored in database is larger although less data are streamed
from the network. The opposite party of storing more information in database
is that interpolation based on this richer knowledge tends to be more accurate.
This analysis reveals the crucial role of the network engineering phase which
should account both number and position of sensors in order to gain the best
trade-off between accuracy of interpolation and compactness of summarization.

6 Conclusion

Trend clusters have been proved to be an effective way to real-time summarize
the spatio-temporal data of a sensors network, and that reconstruction of the
streamed data from the trend-cluster summary stored in a database is accurate
enough. In this paper, we perform a step forward in our research line on the
trend cluster discovery by investigating a quadtree sampling algorithm to ex-
tract the sample of sensors which are representative of the cluster shape and
a polynomial learning to derive a functional representation of the trend. Thus,
the storage of a trend cluster in database requires now the storage of both the
sampled sensors (an not all the network sensors falling in the cluster), and few
polynomial coefficients (and not the entire time series). To interpolate the net-
work measure everywhere in space and anytime in time, we define a version of
the Inverse Distance Weighting technique which allows an accurate estimation
of the missing/unknown data by computing the inverse distance weighting of
this trend cluster representation of observed data.

Both the summarizer and the interpolate have been empirically evaluated
in a real sensor network stream and results show effectiveness (compactness of
summary and accuracy of interpolation) of our proposal.

As further work, we plan to evaluate the use of Kriging as an alternative to
the IDW interpolation technique.
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Abstract. The Open Geospatial Consortium (OGC) Sensor Web Enablement 
(SWE) initiative enables access of sensor data over the Web. The growing 
amount of available sensors requires discovering mechanisms to find sensor ser-
vices relevant for users. These mechanisms must rely on explicit sensor metadata 
model and address the problem of semantic heterogeneity. We present a new dis-
covering approach that is based on a novel sensor metadata model compliant 
with SWE standards, where sensors’ descriptions are referenced to a common 
semantic reference frame to support resolution of semantic heterogeneities. The 
discovery mechanism comprises two steps: first, a network-analysis-based parti-
tioning algorithm modularizes the set of sensors into meaningful sensor clusters, 
which semantics is generated with aggregation operators. Secondly, an expanded 
SQWRL rule-based inference engine processes the queries over the sensor clus-
ters and issues the relevant sensor services. This approach allows users to find 
the sensor services relevant to their needs. 

Keywords: Semantic Sensor Web, Sensor Discovery, Sensor Web Enablement, 
Network Analysis, SQWRL. 

1 Introduction 

The recent improvements in sensor technologies have modified the production and 
processing of real-time geospatial data. The main objective of the OGC’s Sensor Web 
Enablement (SWE) initiative is to make sensors discoverable and accessible on the 
Web through standardized interfaces and specifications. For example, the Sensor 
Observation Service (SOS) enables the registration and storage of sensors and their 
observations, which are then accessible to clients. Despite efforts enabling syntactic 
interoperability, efficient mechanisms for discovering relevant sensor service that fits 
user’s needs are still missing. Every community has its own perception of the geo-
graphical space, which results in semantic heterogeneity of sensor descriptions 
[1][2][3]. The lack of efficient mechanisms for discovering relevant sensor service is 
therefore due to the lack of consistent semantic representation of sensor service and 
the lack of discovery mechanism that can incorporate semantics. This issue is ac-
knowledged by Sheth et al. [2], who proposed the concept of Semantic Sensor Web, a 
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combination of the Sensor Web technology with the Semantic Web technologies. 
Several researches have contributed to this field, by introducing semantic-enabled 
Sensor Observation Services and semantic annotation services for sensor data [4] [5] 
[6]. In this paper, we propose a discovery approach for semantically heterogeneous 
sensor services that addresses this semantic challenge. We propose a model for sensor 
metadata that integrates the elements needed to assess sensor service relevance with 
respect to users’ requirements. We also consider that due to the large volume of avail-
able sensor services, it is not realistic to query them all. Therefore, with respect to 
existing approaches, our contribution is to: 

- Develop a semantic partitioning approach that modularizes the set of sensors 
services into meaningful sensor clusters; the partitioning approach is based on 
network analysis techniques. This paper is methodologically innovative as net-
work analysis has not yet been applied to support sensor service discovery. 

- Propose an approach based on thematic, spatial and temporal aggregation opera-
tors to generate semantic descriptions of sensor clusters; 

- Integrate the partitioning approach into the discovering process and exploit the 
Semantic Query-enhanced Web Rule Language (SQWRL) to support semantic 
reasoning and process queries. 

The paper is structured as follows: first, we provide a background on the SWE initia-
tive and related work on sensor service discovery. In Section 3, we present our model 
for sensor metadata. Section 4 presents the discovering approach, and Section 5 illu-
strates the approach with an application example. Conclusions and future work are 
given in Section 6. 

2 Enabling Discovery of Sensor Services: Related Work 

2.1 Sensor Web Enablement 

The OGC SWE initiative has developed standards to make sensor data accessible on 
the Web; for example, the Sensor Observation Service (SOS) is a standard interface 
for accessing descriptions of sensors and their observations [7]. To support the dis-
covery of relevant sensors, we need a rich and formalized description of the sensors 
and of the data they produce [6][8][4]. Sensor Model Language (SensorML) is the 
SWE standard to describe metadata of sensors [7]. However, one of the drawbacks of 
SensorML is that it is a generic standard that allows specifying the same information 
through different structures [6]. This makes it difficult to process and compare differ-
ent SensorML descriptions automatically. To support discovering, we need a consis-
tent set of relevant metadata elements to describe all available sensors services. To 
address this issue, we have developed a sensor metadata model that will be used in the 
proposed discovering approach.   

2.2 Sensor Data and Service Discovery 

Semantic Sensor Web is still at an early stage of development [4][9]. Existing ap-
proaches related to sensor discovery emphasize that comprehensive and consistent 
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sensor metadata, including description of sensors, observations, and feature types, are 
needed to support discovery [10][2]. For example, Bröring et al. [4] indicate that a 
service supporting the semantic annotation of new sensors and observations being 
added to an SOS is needed. To do so, Devaraju et al. [10] proposed an ontology of 
processes that could support the semantic annotation of sensor ontologies. Similarly, 
Henson et al. [5] highlight that to support reasoning over sensor observations, sensor 
data must be semantically referenced to meaningful concepts that can be processed by 
reasoning engines. They proposed a semantic SOS, named SemSOS, which provides 
access to ontological knowledge on sensor observations. Information on sensor in-
stances is stored in a knowledge base, against which SPARQL queries are run to 
access sensor data. A similar service is proposed by Knoechel et al. [1], where Unique 
Resources Identifiers (URIs) used by SOS to represent the observed phenomena are 
linked to a dictionary to resolve URIs heterogeneities. Jirka et al. [6] proposed a ser-
vice within the OSIRIS Sensor Web Discovery Framework, namely the Sensor In-
stance Registry (SIR), which allows the user to search for sensors that match a given 
set of criteria. To match the query with the sensor descriptions, they employ subsump-
tion reasoning which relies on the Semantic Web for Earth and Environmental Termi-
nology (SWEET) ontology. The above-mentioned approaches provide different ways 
of specifying the semantics of sensor data and services, essentially through ontolo-
gies. As a result, the discovery of sensor data and services can be automated or semi-
automated. However, they still do not propose a comprehensive sensor metadata 
model that would provide a uniform structure to describe semantics. As a result, the 
issue being raised by the generic aspect of SensorML still remains. Therefore, in our 
approach, we emphasize the need of providing a comprehensive and formalized sen-
sor description structure to support the discovery process. In addition, we also address 
another issue that affects the efficiency and scalability of the discovery process. Be-
cause the volume of available sensor data sets is constantly growing [4], we need to 
avoid comparing each sensor description with the query each time a query is submit-
ted, as it is done in existing approaches. To address this additional issue, we propose a 
partitioning approach that structures the set of available sensors into meaningful clus-
ters of sensors and computes a semantic description for these clusters. The partition-
ing approach is integrated into the global discovery approach, which uses the more 
expressive SQWRL language.  

3 Sensor Metadata Model 

The sensor metadata model defines the parameters that are needed to assess the relev-
ance of a sensor service with respect to the user’s needs. By committing to a common 
metadata model, applications can benefit from shared semantics and therefore en-
hance semantic interoperability [8]. The proposed model, which is formalized on 
Figure 1 with UML, is compliant with the OGC’s SWE standards for modeling sensor 
data and observations. 
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Fig. 1. Sensor Metadata Model 

A sensor is described by the sensor type, the provider of the sensor, its localization, 
and the observation station. We associate the sensor to its intended application and its 
application domain (e.g., hydrology, meteorology, etc.). The intended application is 
the type of activity that is originally meant to be performed with the data (e.g., soil 
moisture monitoring, toxic gas dissemination monitoring, etc.). In the O&M sensor 
data model, each sensor is linked to one or several observations performed on a phe-
nomenon. In our model, the phenomenon is abstracted with the class phenomenon 
observed. The phenomenon observed can be a physical object, represented with the 
class feature, or an event (e.g. a storm, an earthquake, etc.). Observed properties are 
qualities of the phenomenon that can be measured, such as soil moisture, wind speed, 
etc. The observed property class is linked to the area of measurement class, which 
represents the point, line or polygon where the observations were made. The area of 
measurement is associated to a place, which is the name of the location (e.g. universi-
ty of Calgary) and the type of place (e.g. university). This alternative way (besides 
spatial coordinates) of representing the location of the measurements is offering sev-
eral ways of specifying the location of interest. The observed property class is linked 
to the area of measurement with a spatial relation. For example, the observations 
could have been made near university of Calgary. Including spatial relations into the 
model allows the user to specify more intuitive queries involving places of interest.  

The observed property class is also linked to an observation period. This period 
covers the time during which the measurements were made; it can be a time interval 
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or an event. Just as spatial coordinates can be unintuitive compared to the place of 
interest (e.g. name of a city) [8], a time interval to represent the timeframe of interest 
can be harder to specify than the corresponding event (e.g., hurricane Katrina). The 
observed property class is linked to the observation period with a temporal relation. 
For example, a set of observations could have been performed before the hurricane. 
Because each sensor is made available by different providers, sensor descriptions are 
semantically heterogeneous. To resolve those heterogeneities, the terms used in sen-
sor descriptions are referenced to a common and formal vocabulary, i.e., a semantic 
reference system, or reference ontology [11]. According to Kuhn and Raubal [12], the 
semantic reference system consists of a semantic datum, which is the basic vocabu-
lary used to describe a given universe of discourse; a semantic reference frame (SRF), 
which is a concept structure defining the conceptualization underlying the use of this 
vocabulary; and a function that links a term used in an application (for example, a 
term used within the description of a sensor) to a concept in the SRF. We propose to 
reference the terms used within the sensor descriptions to the SWEET (Semantic Web 
for Earth and Environmental Terminology) ontologies. They contain categories such 
as realm, which corresponds to the application domain and includes the sub-
categories ocean, atmosphere, etc. SWEET also includes an ontology for observa-
tions, phenomena, human activities and processes (which encompasses the concepts 
falling under intended application) and temporal concepts. Similarly, places are refe-
renced to GeoNames, which is a geographical dataset that contains over 8 million 
geographical names and where location names are associated to coordinates but also 
to a type of place (building, city, etc.). Places in GeoNames are also linked by inclu-
sion relations.   

4 Our Approach 

The discovery approach is illustrated on Figure 2. While it is out of the scope of this 
paper to describe how sensor descriptions are generated, we assume that they are 
available as OWL instances of the proposed sensor metadata model. Firstly, the parti-
tioning algorithm is deployed to create meaningful subsets of sensor, called sensor 
clusters. For every cluster created, we generate a cluster description that is analogous 
to the individual sensors’ descriptions. This generation can be automated with aggre-
gation operators that we have defined. The result is an OWL knowledge base of sen-
sor clusters’ descriptions. Queries are formulated as SQWRL query which are first 
processed against the cluster knowledge base, resulting in a set of relevant clusters. 
To retrieve the final set of relevant sensors, the query is processed against the sensors 
that are part of the selected clusters.  

4.1 Semantic Partitioning with Social Network Analysis 

The goal of the partitioning algorithm is to discover meaningful sensor clusters. To do 
so, we employ social network analysis methods. Network analysis is a set of methods 
for discovering structures in various types of networks [13], using concepts such as 
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centrality, closeness and density. Our algorithm identifies, within the available sen-
sors, those that can be considered as central because their characteristics encompass 
those of other sensors. For example, a sensor that “measures density of gas” encom-
passes sensors that “measure density of CO2”, “measure density of air pollutant,” etc. 
Meaningful clusters of sensors are formed around those central sensors. To do so, the 
algorithm first determines the semantic affinity between pairs of sensors. The affinity 
values are analyzed to discover the central sensors. For each identified central sensor, 
we search its semantic neighbourhood to select the sensors that will be part of the 
cluster formed around this central sensor.  

 

 

Fig. 2. The discovery approach 

4.1.1   Semantic Affinity 
The role of the semantic affinity in the partitioning algorithm is to support the discov-
ering of sensors which description partly or completely includes the description of 
other sensors. Consequently, the semantic affinity we will use must measure the de-
gree of inclusion of a sensor description Si into another sensor description Sj. We  
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decompose the problem of measuring the degree of inclusion of Si into Sj into the 
problem of measuring the degree of inclusion of each element εik of Si into the corre-
sponding element εjk of Sj (with k = phenomenon observed, observed property, appli-
cation domain, etc.). We employ an ontology-based approach, where the degree of 
inclusion of an element εik into εjk is a function of the semantic distance between εik 
and εjk. This semantic distance is measured into the SRF, denoted O. The semantic 
distance is more appropriate than string-based comparison measures, because it takes 
into account the semantics of the terms being compared. The semantic distance is 
based on the relative position of εik and εjk in ontology O. Let <O be a hierarchical, is-a 
relationship between terms in O, where t <O t’ means that the term t is more specific 
than t’. Let P(εik, εjk) be the path that links εik to εjk in O, according to <O: P(εik, εjk) = 
{εik, t1, t2, … εjk} so that t1, t2, … is the ordered set of nodes from εki to εkj in O. The 
semantic distance is defined as: 
 

 

 
The semantic distance is asymmetric: if an element εik is more general than εjk, then 
δ(εik, εjk) is null. We define the semantic affinity as follows: let two sensor descrip-
tions Si and Sj. Consider δk(εki, εkj), the semantic distance between the elements of type 
k of Si and Sj. Let φk, with φk part of the [0, 1] interval, be the weight given to element 
k in the computation of the semantic affinity. The semantic affinity between Si and Sj 
is given by: 
 

 

 
The weights given to the different types of elements allow partitioning the set of 
available sensors according to chosen elements.  

4.1.2   Partitioning Algorithm 
The input of the algorithm is a set of n sensors. The output is the set of meaningful 
sensor clusters. First, we compute the semantic affinity among couples of sensor de-
scriptions. The computed values are stored in an adjacency matrix A: 
 

  
The entries of A form a semantic network where nodes represent sensors and edges 
represent semantic affinity between sensors’ descriptions. To determine whether a 
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sensor is central, we use the degree of centrality index [14], which is an indicator of 
the density of links that emanate from a node. The higher the degree of centrality of a 
sensor, the more we can consider this sensor as central. The degree of centrality of a 
sensor Si is given by: 
 

 

 
To determine if the degree of centrality of a sensor Si is high enough to consider it as 
a central sensor, we compute the deviation of DC(Si) from the mean value of DC for 
all sensors. The mean value of DC, denoted by μ, is given by: 
 

 
 
The deviation of DC(Si) from the mean value is given by: 
 

 
 
If the deviation Δ(Si) of a sensor is higher than a given threshold value Δmin, Si is des-
ignated as a central sensor. If no central sensor is detected at this stage, we can con-
sider a lower value for Δmin.  When central sensors are identified, for each of them a 
meaningful cluster of sensors is formed. A cluster formed around a sensor Si is denoted 
with Πi, and the set of sensors that are part of Πi is denoted with members(Πi) =  {S1, 
S2, … Si …}. To select the sensors that will be part of Πi, we follow an iterative proc-
ess where we examine the successive neighbourhood layers of the central sensor.  We 
denote the zth neighbourhood layer the zh-order neighbourhood. The first order 
neighbourhood of a central sensor Si, denoted with FON(Si), is the set of sensors for 
which semantic affinity with Si is higher than the semantic affinity threshold SAmin. The 
second order neighbourhood of a central sensor, denoted with SON(Si), is the set of 
sensors for which semantic affinity with a sensor of FON(Si) is higher than SAmin. The 
general rule is that the z-order neighbourhood of a central sensor z-ON(Si) is the set of 
sensors for which semantic affinity with a sensor of (z-1)ON(Si) is higher than SAmin. 
The role of the z-order neighbourhood is to indicate how semantically close from the 
central sensor another sensor is. The sensors that will be part of Πi are those that are 
situated within the x-order neighbourhood of Si; x is a parameter that can be set accord-
ing to the number of available sensors. The partitioning algorithm goes as follow: 
 
Algorithm 1. Partitioning algorithm 

Partition (List <sensor description>): List <sensor cluster> 
 
1 declare and initialize a list of sensor cluster sensor_cluster_list 
2 declare and initialize an adjacency matrix A 
3 declare and initialize a list of central sensor central_sensor_list 
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4 compute affinity among sensor descriptions and store values in A 
5 for all sensor description Si 
6      compute degree of centrality DC(Si)  
7 compute centrality mean μ for adjacency matrix A 
8 for all sensor description Si 
9      compute deviation Δ(Si) 
10      if Δ(Si) > Δmin 
11           select Si as a central sensor 
12           add Si to central_sensor_list 
13 for all central sensor Si in central_sensor_list 
14      create cluster Πi  
15      initialize members(Πi) = {Si} 
16      initialize previous_neighbourhood(Si) = {Si} 
17      initialize nb_neighbourhood = 0 
18      while nb_neighbourhood < x || total number of sensors is reached 
19           create next neighbourhood(Si) 
20           for all sensor Sj not included in previous_neighbourhood(Si) 
21                for all sensor Sk included in previous_neighbourhood(Si)   
22                     if Ajk > SAmin 
23                     add Sj to next neighbourhood(Si) 
24                     add Sj to members(Πi) 
25            previous_neighbourhood(Si) = next neighbourhood(Si) 
26           nb_neighbourhood++ 
27      add Πi to sensor_cluster_list 
28      return sensor_cluster_list 

Once sensor clusters are formed, we need to determine the descriptions of these 
clusters. To obtain a cluster’s description, we merge the descriptions of sensors that 
are part of the cluster. To do so, we have defined aggregation operators.  

4.1.3   Aggregation Operators 
We provide three operators: thematic, spatial, and temporal aggregation operators.  
 
Thematic Aggregation Operator. This operator produces the thematic elements of a 
cluster description (e.g., taking the intended application of every sensor of a cluster 
and returning a global intended application for the cluster). The operator identifies the 
thematic elements of a cluster’ members in the SRF, and retrieves the nearest com-
mon subsumer of the input elements. Them_Agg(Πi, themEl) takes as input a cluster 
Πi and a type of thematic element, themEl, and returns the corresponding element for 
the cluster. The types of thematic elements are the application domain AD, the in-
tended application IA, the phenomenon observed PhO, and the property observed 
PrO. The thematic aggregation operator is defined as: _ Π ,  , Π| |

 , 

where themEl(Sj) is the thematic element of type themEl of sensor Sj. The union oper-
ator is defined as: 
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 , , … , , … …| |
 

 
where NCS is the nearest common subsumer of elements (S1), (S2), 
…, (Sj) … in the SRF. 

 
Spatial Aggregation Operator. The function of the spatial aggregation operator is to 
compute the spatial elements of a cluster’s description. The types of spatial elements 
spatialEl include the area of measurement; the location of sensors; and the geometry 
of the phenomena observed. The spatial element of type spatialEl for a cluster is the 
smallest area that encloses the spatial elements of type spatialEl of the cluster’s mem-
bers. Spatial_Agg(Πi, spatialEl) takes as input a cluster Πi and a type of spatial ele-
ment, spatialEl, and returns the corresponding element for the cluster. The spatial 
aggregation operator is defined as: 
 _ Π ,  , Π| |

 , 

 
where spatialEl(Sj) is the spatial element of type spatialEl of sensor Sj. The union 
operator is defined as follows: 
  , , … , , … …| |

 

 
where SEA is the Smallest Enclosing Area that includes elements (S1), 

(S2), …, (Sj). Currently, the spatial aggregation operator takes as 
input only places (no coordinates), and return the smallest place that include the input 
places, as provided by the GeoNames database. This smallest place is the SEA.   
 
Temporal Aggregation Operator. The function of the temporal aggregation operator 
is to compute the temporal elements of a cluster’s description. The sole type of tem-
poral element is the observation period. The observation period for a cluster is the 
shortest time period that includes the observation periods of the cluster’s members. 
Temporal_Agg(Πi, obsPeriod) takes as input a cluster Πi and returns the observation 
period for the cluster. The temporal aggregation operator is defined as: 
 _ Π ,  , Π| |

 , 

 
The union operator is defined as: 
  , , … , , … …| |
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is the Shortest Time Period that includes all individual observation periods. If the 
observation periods of sensors are described by events, an event base is needed to 
retrieve the event that corresponds to this shortest time period. The result of partition-
ing and merging sensors’ descriptions is a set of sensor cluster and the semantic de-
scription of these clusters.  

4.2 Rule-Based SQWRL Discovery of Relevant Sensor Services 

Sensor and clusters descriptions are formalized as OWL individuals, so the problem 
of discovery becomes a matter of querying OWL base. In our approach, we propose 
to use rule-based query language, which is more expressive and adapted to OWL 
semantics than SPARQL, as demonstrated in O’Connor and Das [15]. Rules are typi-
cally employed to derive implicit knowledge from existing facts [16][17]. In our ap-
proach, we used SQWRL to express queries. The Jess Rule engine [18] is leveraged 
to process the queries. Figure 3 summarizes the query processing.  

 

Fig. 3. Two-level query processing 

Firstly, the SQWRL query is formulated by the user. Then, we proceed to a spatial, 
temporal and thematic query expansion. The principle of query expansion is to derive 
alternative ways of formulating the query, in order to encompass the diversity of ways 
used to formalize sensors’ descriptions. The query expansion phase enables the reso-
lution of semantic, spatial and temporal heterogeneities among sensors’ descriptions. 
The expanded query will be processed with Jess rule engine at two levels: first, it is 
processed over the sensor clusters’ descriptions, in order to discover the relevant sen-
sor clusters. Then, it is processed over the sensors of relevant clusters, in order to 
retrieve the relevant sensors. 

4.2.1   Query Formulation with SQWRL 
SQWRL is a query language for OWL that is built on SWRL. SWRL expresses Horn-
like rules in terms of OWL classes. A SWRL rule is composed of several atoms, 
which are statements of the form C(x) (variable x is instance of the OWL class C), 
P(x, y) (x is linked to y via property P), or built-ins, such as SameAs(x, z). A SWRL 
rule expresses a logical implication between an antecedent and a consequent. SQWRL 
takes a SWRL rule antecedent and considers it as a pattern specification for the query; 
the consequent is replaced with a retrieval specification [15]. The SQWRL: select 

Formulation 
of SQWRL 

query 

Spatial query 
expansion 
Temporal query 
expansion 

Thematic query 
expansion 

Expanded 
SQWRL 
query 

Relevant 
sensor 

clusters 

Query answer: 
relevant sensor 

clusters 

Processing query 
over cluster 
descriptions with 
Jess

Processing query 
over sensor 
descriptions with 
Jess



232 M. Bakillah and S.H.L. Liang 

operator takes as input the variables used in the query’s pattern specification, and 
issues a table which columns correspond to the variables. For example, consider the 
following: what are the sensors that monitor wind speed near university of Calgary? 
The corresponding SQWRL query writes as:  
 Sensor ?x PhenomenonObserved ?y ObservedProperty ?z  hasPhenomenonObserved ?x, ?y hasObservedProperty ?y, ?z  AreaOfMeasurement ?a near ?z, ?a SameAs ?y, wind  SameAs ?z, wind speed SameAs ?a, university of Calgary   sqwrl:select ?x  
 
The sensors which description matches the conditions stated in the antecedent are 
returned.  

4.2.2   Query Expansion and Processing with Jess Rule Engine 
Query expansion takes the initial query and returns a set of equivalent queries. This 
enables to resolve semantic heterogeneities such as thematic granularity heterogeneities. 
For example, consider a query with required value gas property as observedProperty. 
The sensors which description contains physical gas property as observedProperty 
should be part of the query results. Similarly, processing a query which requires Calgary 
as measurementArea should produce results that include sensors which measuremen-
tArea corresponds to administrative subdivisions within Calgary.     

The query expansion algorithm (see below) searches for required values v in the 
antecedent of q. For example, in the above example, wind is the required value for 
PhenomenonObserved. Then, the algorithm verifies if v is required for an expandable 
class, i.e., a class which instances are referenced in the SRF. Intended application, 
application domain, sensor type, phenomenon observed, and observed property are 
the expandable classes representing thematic elements. The algorithm retrieves the 
concepts of the SRF which are subsumed by the concept to which the required value 
is referenced.  
 

Algorithm 2. Query expansion algorithm for thematic elements and places 

Expand (query q): List <query> 
 
29 declare and initialize a list of queries equivalent_Query 
30 add q to equivalent_Query 
31 for all required value v in antecedent of q 
32      if v is required for an expandable class C 
33           get concept c1 corresponding to v in SRF 
34           for all instance I of current expandable class C 
35                get concept c2 corresponding to I in SRF 
36                get relation r between c1 and c2 in SRF 
37                if r == subsumes || equal 
38                     create a copy q’ of q 
39                     replace v with c2 in q’ 
40                     add q’ to equivalent_Query 
41 return equivalent_Query 
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Figure 4 gives an example of spatial query expansion that uses Open Cyc Spatial 
Relation Ontology (Fig. 5) as SRF to expand a spatial relation near.  

 

Fig. 4. Example of spatial query expansion 

 

Fig. 5. Fragment of Open CyC Spatial Relations Ontology 

The spatial query expansion deals with the spatial relations that compose queries, 
such as “sensors near university of Calgary.” The user would expect retrieving not 
only the sensors that are near the university, but also those that are close or connected 
to the university, for example. The query expansion algorithm uses the SWEET and 
Open Cyc ontologies; therefore, it deals with the synonyms that are included in these 
ontologies. However, to improve the ability to resolve naming heterogeneities, other 
lexical databases could be employed during query expansion. However, this would 
also raise the issue of the possible blow-up of the rewritten query. To reduce this im-
pact, we consider to restrain the number of hierarchical levels in the SRF that are con-
sidered during query expansion (e.g., expanding a term with only the concepts situated 
at no more than two levels below the concept matched to the term in the SRF). 

When the query is expanded, it is first processed against the descriptions of clus-
ters. We use the SQWRL editor available in Protégé, while the Jess rule engine im-
plemented in the JessTab plugin of Protégé ontology editor supports the execution of 
SQWRL queries. Jess automatically converts an OWL knowledge base into Jess as-
sertions, and retrieves the instances that satisfy the extended query. Running the Jess 
engine over clusters’ descriptions results into a set of relevant clusters. Then, the 
query is processed against the description of sensors that are part of the retrieved clus-
ters; the result is the set of relevant sensors.  
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5 Application Example and Experimentation 

This section shows the advantages of the proposed approach. We used the SensorML 
descriptions available on the Geospatial Cyberinfrastructure for Environmental Sens-
ing platform (GeoCens) as a basis for building an OWL repository of sensor descrip-
tions. The sensor data cover application domains such as meteorology, hydrology, 
atmosphere and soil for regions across Canada. Because the SensorML descriptions 
did not comprise all the parameters included in our model (such as intended applica-
tion), elements were added to these descriptions. We ran the partitioning algorithm 
with different values of weights φk for the semantic affinity, the deviation threshold 
Δmin, and SAmin. The more meaningful clusters were obtained with maximal weight 
being given either to the intended application and phenomena observed parameters, 
and with Δmin = 0,30 and SAmin = 0,25. Table 1 lists a sample of the resulting clusters.  

Table 1. Sample of discovered sensor clusters based on phenomena observed 

Cluster  

Phenomena 

Observed in SRF 

Number 

of sen-

sor ser-

vices in 

cluster 

http://sweet.jpl.nasa.gov/2.2/phenAtmo.owl#MeteorologicalPhenomena 35 

http://sweet.jpl.nasa.gov/2.2/phen.owl#Precipitation 4 

http://sweet.jpl.nasa.gov/2.2/phenAtmoWind.owl#Wind 9 

http://sweet.jpl.nasa.gov/2.2/phenAtmoPrecipitation.owl#Snowfall 9 

http://sweet.jpl.nasa.gov/2.2/matrWater.owl#Ice 2 

http://sweet.jpl.nasa.gov/2.2/phenOcean.owl#Ocean 3 

http://sweet.jpl.nasa.gov/2.2/phen.owl#RadiationalHeating 9 

http://sweet.jpl.nasa.gov/2.2/matr.owl#SuspendedSubstance 6 

http://sweet.jpl.nasa.gov/2.2/matrWater.owl#GroundWater 2 

http://sweet.jpl.nasa.gov/2.2/realmHydro.owl#HydrosphereFeature 9 

http://sweet.jpl.nasa.gov/2.2/realmCryo.owl#FrozenGround 9 

http://sweet.jpl.nasa.gov/2.2/realmGeolContinental.owl#ContinentalLithosphere 8 

http://sweet.jpl.nasa.gov/2.2/phenEnvirImpact.owl#AirPollution 8 

 
The clusters are described with the concepts of the SWEET ontologies. The user can 

use different parameters to discover clusters, which are appropriate to the focus of its 
query. For example, a user who needs data on a phenomenon (e.g., soil moisture) can 
use phenomenon-observed-based cluster discovery. A user who searches for sensor 
services to fulfill a task (e.g., drought risk assessment) can use intended-application-
based sensor discovery. Existing discovery approaches dot not propose these different 
perspectives. Figure 6 shows the proposed interface for visualizing the discovered 
clusters and the sensor services that compose them on the GeoCens platform.  
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Fig. 6. Interface for visualization of sensor clusters 

This interface allows seeing the location and description of the sensors in a se-
lected cluster. Consider that the user searches for ground water elevation in the con-
text of drought response in the area of Edmonton. This query is formalized as:  
 Sensor ?x PhenomenonObserved ?y ObservedProperty ?z hasPhenomenonObserved ?x, ?y hasObservedProperty ?y, ?z IntendedApplication ?i hasIntendedApplication ?x, ?i AreaOfMeasurement ?a near ?z, ?a SameAs ?y, GroundWater SameAs ?z,  GroundWaterElevation SameAs ?a, Edmonton  SameAs ?i, DroughtResponse   sqwrl:select ?x  
 
The Jess-based SQWRL query processing engine is used to find the sensor clusters 
that satisfy the query. Figure 7 gives an example of discovered cluster.  

 
SensorCluster: SensorCluster_001 
IntendedApplication: MonitorDroughtRisk 
ApplicationDomain: AtmosphericPhenomena, Soil, Meteorology 
PhenomenaObserved: ContinentalLithosphere, GroundWater, Meteorological-

Phenomena, Precipitation, RadiationalHeating 
ObservedProperty: AirProperty, PrecipitationProperty, RadiationalProperty, 

SoilProperty, WaterProperty, WindProperty 
AreaOfMeasurement:  Canada 
ObservationPeriod: 1970-November 2011 

Fig. 7. Example of retrieved cluster 
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Then, the query is processed against the sensor descriptions that compose the dis-
covered cluster(s) (Fig. 8). The resolution of semantic heterogeneities between the 
query and the sensor descriptions is resolved in part because of the use of the SRF and 
the query expansion. 

 
SensorService: http://app.geocens.ca:8189/sos 
IntendedApplication: MeasureGroundWaterLevel 
ApplicationDomain: Hydrology 
PhenomenaObserved: GroundWater 
ObservedProperty: GroundWaterElevation 
AreaOfMeasurement:  Alberta, Saskatchewan, Manitoba 
ObservationPeriod: October 2011 

Fig. 8. Example of retrieved sensor service 

The advantage of this approach is that the query does not have to be processed 
against every sensor description. To demonstrate this advantage, we have compared 
the performance of the discovering system when no clusters are formed with its per-
formance when the clusters are formed. The selected evaluation approach is based on 
an authoritative result: a set of human-determined, expected results is built; the results 
produced by the algorithm should be as close as possible to this authoritative result. 
We have built an authoritative result for five queries, i.e., the set of sensor services 
that should be retrieved for each query. Then, we have measured the recall in function 
of the percentage of nodes being queried (“node” designates both individual sensor 
services and clusters). The recall is the ratio of the number of relevant nodes being 
retrieved with respect to the total number of relevant nodes. Figure 9 shows the results 
of the experimentation with 122 nodes.  

 

 

Fig. 9. Recall of the discovery system with and without clusters 

0

0,2

0,4

0,6

0,8

1

1,2

0
4,

92
9,

02
13

,1
2

17
,2

2
20

,5
23

,7
8

27
,0

6
30

,3
4

33
,6

2
44

,2
8

47
,5

6
50

,8
4

54
,1

2

Re
ca

ll

% of nodes being queried

experiment with clusters

Q1

Q2

Q3

Q4

Q5

0

0,2

0,4

0,6

0,8

1

1,2

0
9,

02
17

,2
2

23
,7

8
30

,3
4

44
,2

8
50

,8
4

57
,4

63
,9

6
70

,5
2

77
,0

8
83

,6
4

90
,2

96
,7

6

R
ec

al
l

% of nodes being queried

Experiment without cluster

Q1

Q2

Q3

Q4

Q5



 Discovering Sensor Services with Social Network Analysis 237 

When no clusters are formed, a significant number of nodes must be queried before 
the recall reaches 1(e.g., for query 1 (Q1), the recall reaches 1 when the percentage of 
queried nodes is about 77%). In comparison, when clusters are formed, the recall 
reaches 1 for Q1 when about 22% of the nodes are being queried. Therefore, the parti-
tioning significantly reduces the time to retrieve relevant nodes. In the approach with 
clusters, not all nodes need to be queried (e.g., in Q1, the query processing was com-
plete when percentage of queried nodes was 30%). However, Figure 9 shows that for 
Q4, a significant number of nodes were queried before the recall started increasing. 
This is because Q4 was matched with a relatively large cluster containing no relevant 
node. To improve the performance of the partitioning algorithm in this regard, further 
research is needed to increase its ability to find nested clusters. 

6 Conclusion and Perspectives 

The issue of discovering relevant sensors services is crucial because of the growing 
volume of sensor data. The issue is still not resolved due to the semantic heterogenei-
ties between sensor descriptions and poor sensor descriptions. We have proposed an 
approach that supports the discovery of relevant sensor services based on three main 
contributions: a sensor metadata model, a partitioning algorithm and a SQWRL query 
processing approach. The proposed metadata model includes several parameters that 
are usually not included in SensorML descriptions, but that support different search 
perspectives, such as searching based on intended application, phenomenon observed, 
application domain, etc. The partitioning algorithm uses network analysis to discover 
meaningful sensor clusters and experiments demonstrated that it can improve the 
performance of discovery mechanisms when a large volume of sensor services is 
available. We also considered that in future work, avenues to improve the ability of 
the partitioning algorithm to find nested clusters could be further investigated. Finally, 
we have experimented successfully the use of the SQWRL language to support query 
processing over sensor clusters and sensor descriptions. However, to resolve more 
semantic heterogeneities, we had to integrate the use of a common semantic reference 
frame and develop a query expansion algorithm. We noted that such an approach 
depends on the completeness of the semantic reference frame. Also, in future work, 
we plan to investigate techniques to deal with the possible blow-up of expanded que-
ries. In addition, we are currently investigating how sensor descriptions can be auto-
matically generated and referenced to the semantic reference frame with automatic 
semantic extraction tools.  
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Abstract. Modern environmental monitoring systems are being envi-
sioned as constellations of tiny smart sensors, densely deployed on the
territory to be monitored. Data provided by such sensors is meaningless
if it is not equipped with information about the context to which it refers.
Such a context is mainly related to the location of sensors, which allows
to manage collected data by means of Geographic Information Systems.
Due to scarce resources of tiny sensors characteristics, localization ser-
vices are usually range-free and based on simple measurements provided
by the majority of radio chips, such as the Received Signal Strength In-
dicator (RSSI). However, existing solutions suffer of inaccuracy issues,
due to the unreliability of the adopted indicators. This article proposes
a range-free localization algorithm based on data fusion, which combines
the RSSI with the Power of Transmission (PoT), by estimating the RSSI
at different PoT levels. We show, through experimentation on real tiny
devices, how this simple solution allows reducing the localization error
to about 16% with respect to state-of-art algorithms.

Keywords: Wireless sensor network, Localization, Received Signal
Strength Indicator (RSSI), Power of Transmission (PoT).

1 Introduction

Collecting geo-spatial information is one of the main activities of a Geographic
Information System (GIS), which is a system designed to acquire, store, process
and visualize all types of geographically referenced data [1]. Depending on the
application scenario, such systems may require the real-time collection of data
directly from the territory being monitored. Nowadays, this collection task is
being more and more realized by means of a massive number of interconnected
low-cost, low-power and multi-functional sensors. Such sensors are (i) character-
ized by a small size, (ii) capable to communicate in short distances, and (iii)
part of what is known in the literature as Wireless Sensor Networks (WSNs) [2].
WSNs are facing an increasing interest, since they allow reducing installation
and management cost of environment monitoring systems. Our past experience
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on the use of WSNs on real environmental monitoring systems [3] (such as, the
control of the Ponte Liscione’s Dam, and the monitoring of a ridge subject to
land-slides near the station of a commuter railway, called Circumvesuviana) has
demonstrated that localizing sensors within a givenWSN is a crucial requirement
in real scenarios. Estimating the position of sensors simplifies the geographical
representation of the data, and hence the integration in GISes, and it is partic-
ularly required when monitoring given location-dependent phenomena, such as
slow movements of a ridge susceptible to land-slides.

To better comprehend why it is necessary to have a good understanding of
the location of sensors in a WSN, let us consider a real world example: a WSN
is deployed for rural and forest fire detection [4]. Specifically, sensors may be
dropped from an aircraft since the high geographical extension of the area of
interest makes unfeasible to manually place them, apart from some anchor nodes
ad-hoc positioned. Parachuted sensors can measure any significant change of
the temperature and humidity, which determines the presence of fire. When
fire is detected, an alarm can be sent to a central server, so to alert the fire
department that reach the interested area. It is crucial that the alarm contains a
good estimation of the location of the sensor; otherwise, fire fighters only know
that fire has occurred in the monitored area, but they do not know where to
operate. This example also demonstrates the problem caused by inaccuracy in
the location estimation. Specifically, if the sensor location is incorrect, the fire
fighters cannot reach on time the correct location of the fire (reached only after
several tentatives), which has time to propagate.

Localization has a long history of approaches proposed by both academia and
industry. Some of them have become mature technologies commonly used in our
daily life, such as GPS. However, literature on localization cannot be applied
to the context of WSNs, since traditional localization algorithms have not been
designed specifically for cheap and battery dependent devices. A localization
algorithm results suitable to be executed within a WSN if it focuses on two
key principles: minimize the battery consumption, and avoid the use of extra
hardware. For these reasons, several new algorithms, more tailored on WSNs,
have been proposed. In most of the cases, they are based on the Received Signal
Strength Indicator (RSSI), since this indicator is usually provided for free in
almost all the radio chips adopted today. In particular, one of the simplest and
most popular RSSI-based localization algorithms for WSNs is ROCRSSI (Ring
Overlapping based on Comparison of RSSI) [5], which is based on the compar-
ison of RSSI values estimated between the node to locate (unknown node) and
a set of “anchor nodes (also defined as beacon nodes), and those between the
beacons themselves. However, it is known that the location estimation based on
RSSI may suffer of inaccuracy issues, due to multi-path fading and shadowing
phenomena [6]. In particular, our experiments on ROCRSSI over real sensor
devices highlight an average localization error of about 44% in indoor environ-
ments (such as the internals of a dam), with three beacons, which leads to a
quite useless location estimate [7].
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To alleviate this issue, a winning solution is to combine several measures or
jointly adopting different localization techniques. However, the use of different
techniques may require the adoption of extra hardware, which is hardly discour-
aged. Moved by these observations, we propose a novel localization algorithm
based on data fusion, which combines the RSSI estimate with the Power of
Transmission (PoT) of beacon nodes. The main idea is to evaluate the RSSI
by using different PoT levels. This is based on the intuition that beacon nodes
sensed with high RSSI and low PoT are more likely to be close to the unknown
node. Experiments conducted on real world tiny mobile devices show that the
proposed solution is able to half the localization error of ROCRSSI to about
16%, which corresponds to 125 cm in a 41 square meters environment.

2 Localization Techniques

Methods for localization can be broadly divided in two distinct groups: the
ones that make use of dedicated infrastructures, and the ones that use non-
dedicated infrastructures. Specifically, methods belonging to the first class use
particular technologies, such as infrared [8] or ultrasound signals [9], that are
specifically deployed for positioning concerns. On the other hand, methods that
are not based on dedicated infrastructures adopt standard wireless networking
technologies based on Radio Frequency (RF) signals, i.e., Bluetooth (BT), WiFi,
or RFID, which have been designed not only for positioning concerns. Systems
with dedicated infrastructures grant high positioning quality at the expenses of
a too strong financial investment. Therefore, it is more convenient the use of
technologies that perform other duties jointly to positioning ones. Traditional
localization methods cannot be applied for treating localization issues in WSNs,
since they do not properly address the peculiar requirements that WSNs impose
on the adopted localization service, as we have discussed in [7]. Moreover, there
are two main classes of approaches for location estimation: centralized, i.e., only
one node in the network is in charge of estimating user device position, and
distributed, i.e., each device takes care of computing its own position. In WSNs, it
is unsuitable to apply centralized approaches due to the high number of deployed
sensors; therefore, all approaches have the characteristic of being distributed.

Localization algorithms in WSNs can be classified as range-based and range-
free. The former ones are based on the estimation of the range between sensors
and beacons, in terms of distances and angles, and use measurements such as
Time of Arrival (ToA) [10], Time Difference of Arrival (TDoA) [11], RSSI [12],
or Angle of Arrival (AoA) [13]. Specifically, TOA is measured by using the
Global Positioning System (GPS) [14]: the reference sensor sends to the one
to be located a message with its exact sending time and its position obtained
from GPS. The receiver can compute a pseudo-range centered at the reference
sensor, and the location can be obtained by interpolating the pseudo ranges
from several reference sensors. AHLos [15] adopts TDoA measures based on
ultrasound technology, in combination with a sensing approach based on RSSI.
APS [13] is a system based on AoA with sensors equipped with an antenna
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array. Although such systems are characterized by good localization accuracy,
they require additional hardware to precisely measure distances and angles. This
violates the requirements of localization in WSN [7]. Range-based algorithms are
part of the previously mentioned first class, since they make use of dedicated
technologies.

Range-free algorithms [16] are able to estimate locations without any informa-
tion on distances and angles, but with measures of the connectivity from sensors
to beacons, e.g., by using the strength of signals received from known sources.
Range-free algorithms can be further classified into anchor-based and anchor-free
algorithms [17]. The former assume that there are nodes with knowledge about
their position; anchor-free, instead, do not require special nodes for localization.
Some concrete examples of anchor-based approaches are the centroid scheme
in [18], where the location is computed as the centroid among a set of anchors,
SeRLoc [19], where anchors are equipped with directional sectored antennas and
sensor location is estimated by intersecting the radio range of the anchors, and
MDS-MAP [20], which is based on the data analysis technique named Multi-
Dimensional Scaling (MDS). Some concrete examples of anchor-free approaches
are Spotlight [21], where location is inferred using the time when an event (e.g.,
light in the area) is perceived by a sensor node and the spatio-temporal prop-
erties of the generated events, and Walking GPS [22], where a special node is
equipped with a GPS component which broadcast its position, and all other
sensors determine their position from the broadcasted location. Range-free algo-
rithms mainly adopt RF technologies, therefore, they belong to the previously
mentioned second class. For this reason, range-free algorithms do not generally
need any additional hardware, so they represent a cost-effective alternative, es-
pecially in WSNs. However, they are characterized by lower accuracy and higher
communication overhead, if compared to range-based solutions. So, further re-
search is needed in order to make them be effectively used in real world scenarios.

In our previous work presented in [7], we have summarized the main char-
acteristics of the most adopted localization algorithms ad-hoc for WSNs and
concluded that ROCRSSI provides the best trade-off in terms of complexity, ex-
tra hardware, and accuracy. Therefore, we decided to use it as a starting point
to introduce a novel localization algorithm able to improve the accuracy without
increasing costs, complexity, and power consumption.

The current challenge in the research on localization is how improving the
accuracy of RF positioning methods. The preferred approach is to use data fu-
sion, i.e., combining outputs of several position estimators so to obtain a more
accurate location estimation. In our previous work [7], we have characterized
a positioning system as a layered architecture composed of (i) technology, i.e.,
dedicated or not technology used for obtaining measures upon which location
is estimated, (ii) method, i.e., the features of the workspace measured through
adopted technology, and (iii) technique, i.e., algorithms that transform raw mea-
sures into canonical position information. In localization systems, we can apply
data fusion at different layers of the localization stack:
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– a localization system can combine heterogeneous technologies, by using al-
ways the same positioning method [23];

– location can be obtained by fusing outputs from several estimators, each
adopting a particular positioning method or technique on measures obtained
by a certain technology [24].

In WSNs, the first solution is not feasible since the sensors typically used to real-
ize WSNs supports only one RF technology. For instance, in [25] only ZigBee is
provided. On the other hand, using more than one positioning method may in-
crease the complexity of the overall location estimation process. Moreover, it can
also introduce the issue that outputs of the different estimators are not compa-
rable, e.g., the output of a location estimator that uses proximity is different to
the one that uses distances. Therefore, prior to apply fusion, a conversion action
is required, which implies a further increase in complexity that may negatively
affect the performance of the system in terms of latency, and resource consump-
tion. Based on these considerations, our approach is to use only one positioning
technology, i.e., ZigBee provided by our sensors, and one positioning method,
i.e., ROCRSSI. Data fusion is applied on the outputs of our ROCRSSI estima-
tors that receive different kinds of measures from ZigBee: our driving idea is
that we can vary the Power of Transmission (PoT) when generating RF signals,
and location computed at different PoT levels can be combined to achieve more
accurate estimations. In the current literature, adjustments in the applied PoT
level are only used for optimizing the energy consumption of the radio chip [26].

3 From APIT to ROCRSSI++

Since RSSI is typically provided by all RF technologies, such as Bluetooth, WiFi,
and ZigBee, and it does not require special hardware components, algorithms
that use it are widely used in the literature. The driving idea of all RSSI-based
localization methods is that RSSI has a decreasing trend with respect to the
distance, i.e. higher is the distance between two sensors, lower is the RSSI value
measured on exchanged signals. So that, estimating a user location is possible by
inferring relative distances between sensors based on experienced RSSI values.
For instance, if sensor A receives signals from sensor B with an RSSIAB greater
than the one relative to signals received from C, namely RSSIAC , it is reasonable
to suppose that B is closer to A than C.

3.1 APIT and ROCRSSI

In 2003, He et al. proposed APIT [27] (Approximate Point-In-TriangulationTest)
as one of the first range-free localization algorithm based on such a principle. In
this algorithm, nodes are distinguished in beacons and unknown nodes. The for-
mer ones have a known position, while unknown nodes are the ones for which the
position is to be estimated by using the location of beacons, RSSI values among
beacons and RSSI measures between the unknown sensor and the beacons.
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Fig. 1. Localization using ROCRSSI

An unknown node selects three beacon sensors among the nearest ones (i.e.,
we mean nodes that are close enough to establish a communication channel)
and uses RSSI to estimate if it is inside the triangle whose vertices are the three
beacons. The estimation is repeated with different reachable beacons combina-
tions until all combinations are exhausted or the required accuracy is achieved.
Last, the estimated position of the unknown node is the center of gravity of the
intersection of all the identified triangles.

To get more accurate estimations and reduce communication overhead, in 2004
Liu et al. proposed Ring Overlapping based on Comparison of RSSI (ROCRSSI)
[5]. It is a collaborative ad-hoc localization algorithm based on signal strength.
To explain how the algorithm works, let us consider the concrete example shown
in Figure 1.

A, B and C are three beacon nodes, while S is an unknown sensor. By ex-
changing messages, all the sensors have estimations of the RSSI values between
themselves and the nearest sensors. Furthermore, let us consider that the follow-
ing inequalities are verified:

RSSIAC < RSSISA < RSSIAB (1)

RSSIBC < RSSISB < RSSIAB (2)

RSSIAC < RSSISC (3)

Equation 1 implies that the unknown node estimates to be in the ring (drawn
with unbroken line in Figure 1) with center A, inner radius equal to the distance
between sensors A and B and outer radius equal to the distance between sensors
A and C. Equation 2, instead, determines another ring (drawn with a dashed line
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in figure) centered in sensor B, with inner radius equal to the distance between
sensors B and A and outer radius equal to the distance between sensors B and
C. Equation 3 indicates that S is placed within a circle (drawn with dotted line
in figure) centered in sensor C and with radius equal to the distance between
sensors C and A. The unknown node S is located in the center of gravity of the
intersection area of the rings and the circle.

3.2 ROCRSSI+

In 2006 Crepaldi et al. proposed a new version of ROCRSSI, namely ROCRSSI+
[28], in order to solve a drawback of such an algorithm. In fact, ROCRSSI as-
sumes that sensors are located inside an area delimited by beacons, as in the case
of Figure 1. However, an unknown sensor may also be located outside the area
delimited by beacons; subsequently, the RSSI values between the unknown sen-
sor and each beacon are lower than the RSSI values between two given beacons,
achieving inequities like the following one:

RSSISC < RSSIAC (4)

ROCRSSI+ also considers RSSI values assigned to sensors whose range does not
contain the unknown node. This allows achieving a greater accuracy then basic
ROCRSSI.

3.3 ROCRSSI++

In our previous work of 2011, we showed that also ROCRSSI+ exhibits some
drawbacks inherited by ROCRSSI, which caused by inconsistency, variability
of RSSI, channels asymmetry, and memory and communication inefficiency [7].
The problems and their solutions are briefly shown in the following.

Inconsistency. An algorithm is consistent if it returns the same result regard-
less of the order in which inputs are processed. ROCRSSI and ROCRSSI+ are
inconsistent since the localization depends on the order in which RSSI values are
considered. This happens when two channels with equal RSSI values correspond
to different distances. Indeed, in such cases, the radius of a circle in which an
unknown sensor is located may depend on the order in which RSSI values are
compared. In order to overcome this inefficiency, in such cases the RSSI value
estimated on the longest distance is considered. In fact, RSSI values depend on
the attenuation faced by signals on their path from emitter to receiver, which
is function of the distance, but also of possible obstacles. So, if same RSSI val-
ues are related to beacons at distinct distances, there must be more obstacles
between beacons at lower distance, than the ones at higher distance. The RSSI
with highest distance is surely to be more dependent on distance and less on
possible met obstacles.
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Variability of RSSI. RSSI values are not stable but can vary over the time. In
fact, the RSSI between two nodes may be different in different times. Reflection,
refraction and interferences are the main causes of such fluctuations. Hence, the
RSSI value of a couple of nodes is not computed with a single message, but
considering the average of the RSSI measured within a succession of messages.

Channels Asymmetry. To simplify the evaluation of RSSI, in [5] communica-
tion channels are considered symmetric. However, we performed several exper-
iments that showed that it is not true. Given two nodes, namely A and B, the
strength of the signal emitted by A and received by B may be different from
the strength of the signal emitted by B and received by A. To overcome this
issue, it is necessary to solve a simple problem of consensus for each couple of
nodes. Specifically, if the RSSI values evaluated by the two nodes of a commu-
nication channel are not equal, they suit to use the biggest one. This is due to
observations similar to the ones about inconsistency.

Store RSSI Values. Inputs of the ROCRSSI algorithm are the RSSI values
relative to pairs of beacon nodes, their distances, and RSSI values between the
unknown node and each beacon. Therefore, such values are to be communicated
and stored. Let us consider the case of a network with N beacon nodes. Each
beacon needs a N-by-N matrix, where the element a(i, j) is the RSSI value
estimated by i about signals received by j. However, thanks to the achieved
symmetry in RSSI values, element a(i, j) is equal to a(j, i). Furthermore, a node
does not need to know the RSSI to itself. The same is for distance values of
each couple of beacon nodes. As a result, the matrices used to store these data
are strictly triangular, hence we propose to use packed storage matrices. That
implies a memory saving of 50 · (1 + 1

N ) · 100 % and to reduce the number of
messages exchanged among nodes.

Algorithm 1 is the pseudo-code of ROCRSSI++. It requires as input parameters
the RSSI values of each couple of beacons, the position of each beacon, also used
to compute distances between beacons, and the RSSI between the unknown node
and near beacons. For each beacon close to the unknown sensor, the algorithm
performs the steps shown in 3.1 to build circles and rings; it also considers the
solutions to the problems discussed above. The output is the estimated position
of the unknown node.

4 Power-Based ROCRSSI

Despite the numerous improvements proposed in the literature, ROCRSSI++
still exhibits a low accuracy if compared to other range-based localization al-
gorithms. That compromises its successful application in real case studies. As
mentioned, localization quality can be improved by fusing outputs from sev-
eral estimators, each using the same technology and method, but varying the
measures used for the estimation.
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Algorithm 1. Pseudo-code of the ROCRSSI++ algorithm

Input: BeaRSSI , BeaPositions, BeaUknRSSI
Output: CoG : Estimated position of the unknown node

S: unknown node
Sn: set of beacons near S
A: beacon in S
R← ∅

5: while Sn has elements do
A← Sn.nextElement()
SA ← set of beacons near A
split SA:

SA1 : ∀ I ∈ SA1, RSSIAI ≥ RSSIAS

10: SA2 : ∀ J ∈ SA2, RSSIAJ < RSSIAS

if SA == ∅ then
goto 6

else
d1 ← 0

15: d2 ← 0
if SA1! = ∅ then

I ← element with maximum distance among ones with the smallest RSSI
in SA1

d1 ← distance(I , A)
end if

20: if SA2! = ∅ then
J ← element with maximum distance among ones with the greatest RSSI
in SA2

d2 ← distance(J , A)
end if
if d1! = 0 && d2! = 0 && d1 == d2 then

25: d1 ← 0
end if
if d1! = 0 && d2! = 0 && d1 > d2 then

swap(d1, d2)
end if

30: if d1! = 0 && d2! = 0 then
r ← ring with center A, inner radius d1, outer radius d2

end if
if d1 == 0 then

r ← circle with center A and radius d2
35: end if

if d2 == 0 then
r ← exterior of circumference with center A and radius d1

end if
R← R+ {r} {//insert r in R}

40: end if
end while
Int← intersection of areas in R
CoG← center of gravity of Int
return CoG
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Fig. 2. Trend of the RSSI between two sensors about 5 meters apart when incrementing
the power of the transmitted signal

Power-Based ROCRSSI (PB-ROCRSSI) is a range-free localization algorithm
derived from ROCRSSI++. It is based on data fusion of parameters already
available on radio chips. In particular, PB-ROCRSSI combines multiple RSSI
values obtained by varying the Power of Transmission (PoT), so without requir-
ing extra hardware and by keeping the same complexity level of its predecessors.

Figure 2 shows the trend of the RSSI of a signal with respect to the power
at which it is emitted. When the PoT is equal to 0 (i.e., the highest power of
transmission), RSSI assumes its maximum value. Vice-versa, when PoT is equal
to 15 (i.e., the lowest power of transmission) RSSI assumes its minimum value.

PB-ROCRSSI algorithm exploits the increasing trend of RSSI with respect
to the PoT. In fact, localization performed with a reduced power of transmis-
sion only uses closest beacon nodes that have shown to be more indicative of
the actual location of the unknown node. To explain such a behavior, consider
Figure 3. There are six beacons 1, 2, 3, 4, 5, 6 placed in cells (2;2), (9;2), (2;7),
(9;7), (2;12), (9;12), respectively; sensor 7 is an unknown node placed in cell
(x7;y7)=(5;12).



PoT-Based Range-Free Localization of Tiny Sensors 249

Fig. 3. A rectangular environment with six beacon nodes (1-6) and an unknown node
(7). To simplify the localization, the environment is organized like the first quadrant
of a Cartesian coordinate system; each cell is a square with the side of about 41.5 cm.

The percentage error is evaluated by comparing the absolute error (distance
from estimated position to real position) to the maximum distance detectable in
the environment (the diagonal when the environment has a rectangular shape).
In the case shown in Figure 3 the diagonal is 17.80 (it is evaluated as the
Eculidean distance from (0;0) to (11;14)), or 796.17 cm. When using ROCRSSI++
with signals transmitted at a low PoT level, i.e. 11, the unknown sensor 7 is
localized at point L, with coordinates (xL;yL)=(4.50; 10.50); in such a case,
the Euclidean distance is 1.58 (it is evaluated as

√
(x7 − xL)2 + (y7 − yL)2=√

(5.00− 4.50)2 + (12.00− 10.50)2); the percentage error is 1.58
17.80 · 100=8.88%,

which corresponds to 70.70 cm in absolute (8.88% of the diagonal = 796.17 cm
·0.0888). When running the same algorithm at PoT level 0, the unknown node
is localized in the point H (0.67; 12.83), obtaining an error equals to 24.78%
(197.07 cm).
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Fig. 4. Trend of the RSSI between two sensors when varying the distance at different
PoT levels

Best performances achieved at lower PoT levels can be justified by the trend
of RSSI values with respect to the distance when decreasing the power of the
transmitted signal. As shown in Figure 4, RSSI estimates between distant sensors
exhibit more fluctuations with respect to the ones between close sensors.

However, the lower the PoT, the lower the number of reachable nodes. Hence,
when using low levels of PoT it is possible that less than 3 beacons are reachable
by the unknown node. In this situation its position cannot be estimated.

Based on these considerations, we defined a simple localization algorithm
based on data fusion, which consists in running ROCRSSI++ at three different
PoT levels, low, medium and high, and in using the three estimated positions to
compute the position of the unknown node.

Algorithm 2 shows the pseudo-code of ROCRSSI++. It requires the RSSI val-
ues between beacons and beacons and the unknown node as for ROCRSSI++,
but at the three PoT levels. The position of the beacons is, obviously, the same
at any PoT level.
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Algorithm 2. Pseudo-code of PB-ROCRSSI

Input: BeaRSSIPoTlow , BeaRSSIPoTmed , BeaRSSIPoThigh BeaPositions,
BeaUknRSSIPoTlow , BeaconsUknRSSIPoTmed , BeaconsUknRSSIPoThigh

Output: CoG : Estimated position of the unknown node
1: L← ROCRSSI++(BeaRSSIPoTlow, BeaPositions, BeaUknRSSIPoTlow )
2: M ← ROCRSSI++(BeaRSSIPoTmed, BeaPositions, BeaUknRSSIPoTmed)
3: H ← ROCRSSI++(BeaRSSIPoThigh, BeaPositions, BeaUknRSSIPoThigh)
4: CoG← center of gravity of the triangle LMH
5: return CoG

The main problem to be solved in the setup phase of the network is the choice
of the three PoT levels. PoThigh is the maximum one which guarantees to reach
the maximum number of beacons. PoTmedium may be the central value of the
scale of values. The choice of PoTlow is critical and strictly dependent on the
environment. As shown, while low levels may have better performances, they also
increase the number of unreachable beacons. Hence, a tuning of this parameter
is needed, based on size of the considered environment.

In Figure 3 the points L, M, and H are the three localization estimations of
the unknown node 7 with PoT levels equals to 0, 7, and 11, respectively. The
center of gravity of the triangle LMH corresponds to point P, which is taken as
the final estimation, corresponding to a localization error of 1.73% (12.75 cm in
absolute).

To avoid increasing the cost of the algorithm, in terms of number of exchanged
messages, we decided to make only one third of the RSSI measures required by
a typical run of ROCRSSI+ per each given PoT level.

5 Observations and Comparison of Localization
Algorithms

To test the described algorithms we performed several experiments with real
devices in an indoor environment. Sensors used for experiments are Iris Motes
by Crossbow Technology equipped with a ZigBee RF Transceiver and TinyOS
2.0 operating system [25]. The environment is a computer laboratory with the
shape of a rectangle, whose dimensions are 497 cm as length and 622 cm as
width, which corresponds to an area of about 31 square meters. In this environ-
ment there are no obstacles among sensors. Beacon nodes, numbered from 1 to
6, are placed like in Figure 3. We performed 15 experiments, each one with a
different position of the unknown node and repeated 10 times. We implemented
ROCRSSI, ROCRSSI+, and ROCRSSI++ apart from PB-ROCRSSI so to com-
pare the performances of all the algorithms.

Experimental results about the localization error of the algorithms are in Figure
5. The figure shows the trend of the average error of the algorithms when varying
the number of beacons in the network from 3 to 6. Localizations with ROCRSSI,
ROCRSSI+, and ROCRSSI++, are performed with themaximum power of trans-
mission. The percentage error is evaluated as described in Section 4.
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Fig. 5. The mean error of the illustrated algorithms when incrementing the number of
beacon nodes in the network

Figure 5 shows that PB-ROCRSSI allows to achieve the best localization per-
formances among the considered algorithms. The average error of PB-ROCRSSI
is the lowest whatever is the number of beacon nodes in the network, except
for 3 beacons, where the performance is comparable to the one of other solu-
tions; in particular, when using at least four beacons, the localization error of
PB-ROCRSSI is about half of localization error of ROCRSSI and ROCRSSI+.

Furthermore, we notice that usually the error decreases as the number of bea-
cons increases. Then we can deduce that the localization accuracy of anchor-based
algorithms depends on the number of beacons. In fact, when having more bea-
cons, each unknown sensor could obtain more information useful for localization.
In the case of ROCRSSI algorithms more information allows to build more rings
and circles so that the intersection area would be smaller. Hence, the number of
beacon nodes is a crucial parameter to be set in the setup phase. Moreover, the
number of beacons cannot be chosen with the only scope to maximize the localiza-
tion accuracy. Indeed, when the number of beacons is increased, also the number
of messages to be exchanged among sensors grows. That implies the increase of
battery consumption and time to localize, then we have to consider a trade-off
among localization error, battery consumption and time to localize.
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Fig. 6. Box-and-Whisker diagram (or Box-plot) of the localization error of the four
algorithms when using 6 beacons

Figure 6 shows the Box-and-Whisker diagram (also known as Box-plot) of
the error of the algorithms when performing localization in a 31 square meters
environment with 6 beacon sensors. The ends of the whiskers are the maximum
and minimum localization error of each algorithm; the top of the boxes is the
upper quartile (75th percentile), while the bottom is the lower quartile (25th
percentile); the line in the boxes is the median (50th percentile). The mean
value is the center of the box. The symbol ”+” represents an outlier of the data
relative to the error of the ROCRSSI++ algorithm.

The plot shows that, apart from the mean, also the variation is greater for
ROCRSSI and ROCRSSI+ algorithms. The latter algorithm also has a very low
median that is closer to the lower quartile and very different by the mean value.
This means that most of values are greater than the median. Such a phenomena
is referenced in the literature as negative skewness value. On the other hand,
ROCRSSI++ exhibits a lower variance than PB-ROCRSSI, but the maximum
and the upper quartile of the two distributions are almost the same. The median
of the errors relative to PB-ROCRSSI is the lowest one. However, also in this
case, such a median is different by the mean and is closer to the 25th percentile;
then, the bulk of the values is greater than the mean.
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6 Conclusions and Future Work

This paper has proposed the empirical comparison of a family of range-free,
anchor-based localization algorithm for Wireless Sensor Networks, an enabling
technology for the timely collection of data in Geographic Information Systems.
Furthermore, it has highlighted positive and negative aspects of such algorithms
and shown how to achieve better localization performances. This target has
been reached using a data-fusion approach and observing the strict requirements
of WSNs about costs, power consumption, and time required for localization.
Specifically, we have improved the localization estimates of the ROCRSSI al-
gorithm exploiting the trend of the signal strength when varying the power of
transmission. The proposed algorithm is able to locate a sensor with a preci-
sion of about 125 cm in a 31 square meters environment when using 6 beacons,
outperforming its predecessors. Furthermore, previous experiments with RO-
CRSSI++ [7] showed that outdoor localization is usually better than the indoor
one. Also the dimension of the environment is not a restriction for the algorithm
if the number of beacon sensors is suitably incremented. However, experimental
results also show that the PoT level for a good localization is strictly reliant on
the distance of the nodes and on the dimension of the environment. Hence, in
the next future we will investigate how to find the most suitable PoT levels for
a given environment. Further experiments in an outdoor large environment will
be also performed, in order to evaluate location estimations in a situation more
similar to a real one.
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